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Abstract: Accelerated molecular dynamics (aMD) has been shown to enhance conformational
space sampling relative to classical molecular dynamics; however, the exponential reweighting
of aMD trajectories, which is necessary for the calculation of free energies relating to the classical
system, is oftentimes problematic, especially for systems larger than small poly peptides. Here,
we propose a method of accelerating only the degrees of freedom most pertinent to sampling,
thereby reducing the total acceleration added to the system and improving the convergence of
calculated ensemble averages, which we term selective aMD. Its application is highlighted in
two biomolecular cases. First, the model system alanine dipeptide is simulated with classical
MD, all-dihedral aMD, and selective aMD, and these results are compared to the infinite sampling
limit as calculated with metadynamics. We show that both forms of aMD enhance the
convergence of the underlying free energy landscape by 5-fold relative to classical MD; however,
selective aMD can produce improved statistics over all-dihedral aMD due to the improved
reweighting. Then we focus on the pharmaceutically relevant case of computing the free energy
of the decoupling of oseltamivir in the active site of neuraminidase. Results show that selective
aMD greatly reduces the cost of this alchemical free energy transformation, whereas all-dihedral
aMD produces unreliable free energy estimates.

1. Introduction

Molecular dynamics (MD) simulations have become a crucial
theoretical tool in advancing our understanding of the
function of biological macromolecules.1 Advances in algo-
rithms2 and computing power3-5 continue to allow for
simulations of increasingly larger systems on longer and
longer time scales, permitting the direct observation of all-
atom protein folding,6,7 the observation of ion permeation
through a transmembrane channel,8 and the simulation of a
complete virus.9 Despite the remarkable progress that has
been made in the field, simulation times still often fall far
short of the miscosecond to millisecond time scales inherent
in many biological processes. There have been several
methodological advances which have aimed at simulating
longer time scales within current computational power such
as implicit solvation models,10 multiple time stepping algo-
rithms,11 and improved treatment of long-range electrostat-

ics.12 Sampling of phase space may also be enhanced through
the deformation of the underlying potential energy surface,13

as has been done in hyperdynamics,14 puddle jumping,15

conformational flooding,16 and the local boost method17 (to
name only a few). Our group recently developed a method
to enhance the crossing of barriers and the sampling of phase
space termed accelerated molecular dynamics (aMD),18

which has been shown to enhance sampling of biomolecular
systems as in the conformational switching of Ras,19 improve
the agreement between experimental and calculated chemical
shifts for IκBR,20 and accelerate the calculation of pKa values
in lysozyme.21

An area of particular interest concerns using aMD simula-
tions to calculate ensemble averages for physically relevant
nonaccelerated systems. For systems in which the energy
added to accelerate the system is low, trajectories may easily
be reweighted; however, as the system size increases the
boost energy required for significant acceleration increases,
causing the exponential reweighting factor to produce* Corresponding author e-mail: jmweresz@mccammon.ucsd.edu.
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ensemble averages that are dominated by only a few
configurations with high weight, thereby decreasing the
precision of thermodynamic quantities such as free energy
changes.22 Here, we propose limiting the acceleration to the
degrees of freedom most responsible for conformational
changes, thereby reducing the energy added to a system to
enhance sampling and resulting in improved reweighting
statistics. This work is an extension of a previous study in
which aMD was limited to the dihedrals in the backbone of
a peptide substrate bound to cyclophilin;23 however, here
we demonstrate that accelerated dihedrals may contain atoms
which are also contained in nonaccelerated torsions (that is,
individual molecules may contain both accelerated and
nonaccelerated torsions). Two examples are highlighted.
First, we show that even in the case of the model system
alanine dipeptide, selectively targeting dihedrals in the
molecule’s backbone results in similar acceleration levels
while reducing the amount of energy added to the system.
Then we turn our attention to the larger problem of
calculating the binding energy of the clinically approved drug
oseltamivir (marketed as Tamiflu by Roche Pharmaceuticals,
Basel, Switzerland24) to the N1 flu protein neuraminidase.25,26

Using free energy perturbation with a modification to the
Bennett acceptance ratio (to account for reweighting),27 we
show that the computational cost required to accurately
calculate the binding energy may be reduced by as much as
70% while maintaining a similar level of precision.

2. Theory

To enhance phase space sampling, the original aMD applies
an additional potential only when the potential energy, V(r),
is below a specified criterion E to produce dynamics on the
artificial landscape V*(r) such that

The form of the “boost” potential ∆V(r) is defined as

The formalism of this boost potential has several practical
advantages: it produces a potential energy surface with a
smooth first derivative, it does not require the definition of
a “reaction coordinate” along which to enhance sampling, it
reflects the shape of the original potential, and it is relatively
simple with only two adjustable parameters (E and R).

Simulation results generated with aMD may be reweighted
by the exponential of the boost potential, exp(�∆V(r)), to
recover theoretically exact thermodynamic properties for the
physically relevant unaccelerated system. In practice, how-
ever, the exponential dependence of the reweighting hinders
convergence as trajectory averages become dominated by a
smaller subset of their snapshots as the range of boost
potentials increases. While this does not severely affect small
systems such as alanine dipeptide, it does prevent the use of
aMD in accurate free energy calculation in larger biomo-
lecular systems. To improve the reweighting statistics and
enhance sampling, several variants of aMD have been

developed including “barrier lowering” aMD,28 replica-
exchange aMD,29 and adaptive aMD (personal communica-
tion P. Markwick). In this paper we discuss an extension to
aMD which may be incorporated into other aMD imple-
mentations, which is to selectively accelerate a user-defined
subset of dihedrals most pertinent to sampling the relevant
degrees of freedom, which we refer to as selectiVe aMD.
Selective aMD has the advantage that by only accelerating
the degrees of freedom most important to sampling, lower
overall boosts may be utilized to achieve a similar accelera-
tion level, thus resulting in improved reweighting statistics.
The idea of enhancing sampling along a user-defined
manifold has been previously shown to improve the calcula-
tion of time-correlation functions for kinetics of multidi-
mensional systems.30

2.1. Weighted Bennett Acceptance Ratio. Free energy
perturbation (FEP) is a well-established technique used in
free-energy calculations, specifically in the case of ligand
binding and computational alchemy.31,13 In FEP, a nonphysi-
cal energy pathway is constructed between two physical end
states, for example, a ligand bound in the active site of an
enzyme (which we denote as λ ) 0) and an active site
without the ligand (λ ) 1). The path between these two states
is divided into a series of “windows” in which the Hamil-
tonian is transformed from state 0 to 1. Traditionally, free
energy differences between successive windows are esti-
mated by exponentially averaging the instantaneous work
of going between the states, and the overall free energy is a
sum of free energy differences between windows.32 Shirts
et al. showed that the Bennett acceptance ratio (BAR) was
superior to exponential averaging in producing asymptotically
unbiased free energy estimates between two states that could
improve precision by an order of magnitude.27,33

For a series of work functions between two states in which
individual works do not each have the same weight (as in
aMD), the derivation of a weighted BAR follows that in
Shirts et al. with the exception that their eqs 5 and 6, the
probability of a single measurement of the work Wi for the
forward and reverse work functions, are modified to

where the constant M is redefined as

Therefore, the value of ∆F that solves

V*(r) ) { V(r) if V(r) g E
V(r) + ∆V(r) if V(r) < E

(1)

∆V(r) ) (E - V(r))2

R + (E - V(r))
(2)

P(F|W) ) exp(�∆V(r))
1 + exp[-�(M + Wi - ∆F)]

(3)

P(R|W) ) exp(�∆V(r))
1 + exp[�(M + Wi - ∆F)]

(4)

M ) kT ln( ∑
i)0

nF

exp(�∆V(r)i)

∑
j)0

nR

exp(�∆V(r)j)) (5)
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is the optimal free energy estimate between adjacent
windows. It has recently been shown that reweighting of
states in BAR to account for non-Boltzmann sampling may
have practical advantages outside of aMD simulations.34

3. Computational Details

Molecular Dynamics Details. MD simulations were
performed with the MD package Desmond (version 2.2)
developed by D. E. Shaw Research.35 Both systems were
built, solvated, and ionized with Schrödinger’s Maestro
modeling suite such that there was a minimum of 12 Å of
TIP3P36 water buffer between the macromolecule and the
periodic boundary and an ionic concentration of ∼150 mM
NaCl was present. The CHARMM22 force field with the
CMAP correction was utilized (except where noted below
in the neuraminidase calculations).37 Following 10 000 steps
of minimization, systems were continuously heated to 300
K over 1.5 ps. All simulations used the Martyna-Tobias-
Klein constant pressure and temperature algorithms (a
combination of Nosè-Hoover constant temperature and
piston constant pressure algorithms)38,39 with a reference
temperature and pressure of 300 K and 1.01425 bar,
respectively. Short-range nonbonded interactions were trun-
cated at 12 Å, while long-range electrostatics were calculated
with a particle-mesh Ewald algorithm using a sixth-order
B-spline for interpolation and a grid spacing of <1 Å in each
dimension.40 A time step of 2 fs was employed, and the
M-SHAKE algorithm was used for constraining all hydrogen-
containing bonds.41 A plugin was written for Desmond to
perform aMD calculations on specified dihedrals.

Alanine Dipeptide. An alanine dipeptide molecule based
on a model compound was solvated in a (27 Å)3 box using
Maestro and equilibrated for 5 ns following heating. Two
sets of 50 ns aMD trajectories were run, one in which all
dihedrals were accelerated with aMD and one in which only
the two dihedrals defined as φ and ψ were accelerated
(selective aMD, see Figure 1). For each setup, 16 simulations
spanning the parameter space of E and R were run to
optimize these parameters. For the all-dihedral simulations,
parameters of E ) 8 and R ) 4 had an optimal fit to our
metric � (as discussed below), whereas for the selective aMD
E ) 1 and R ) 0.75 were optimal. Additionally, a 250 ns
classical MD simulation was performed.

To determine the accuracy of the aMD results, well-
tempered metadynamics was performed to calculate the
underlying two-dimensional free energy landscape in φ/ψ
space.42 In well-tempered metadynamics, the height of a
Gaussian centered at position x is proportional to the
Boltzmann weight of the metadynamics potential already
present at x, that is the added Gaussian has a maximum value
of ω0 · exp (- Vt(x)/k∆T), with ω0 being the initial Gaussian
height, -Vt(x) the metadynamics potential at x, and k∆T a

user-defined energy which limits the explored energy range.
We performed a 50 ns simulation in which gaussians were
added every 0.2 ps with a width of 0.1 radians and a height
determined by ω0 ) 0.02 kcal/mol and k∆T ) 2.4 kcal/
mol. To quantitate convergence we define a metric � as
follows

For a given well (defined as i in Figure 2f) this metric
calculates the ratio of the population of states below the
energy U (Pi, U

aMD) with that expected from the metadynamics
results (Pi, U

exact) and averages this over M energy values of U
from 0.6 to 3 kcal/mol (in increments of 0.1 kcal/mol) for
each of the N ) 3 wells. If a well has a population greater
than that expected from the metadynamics result, the inverse
of the ratio is taken to equally account for over and under
sampling of the well. This metric has several advantageous
features: by averaging over multiple energy levels it selects
for smooth population densities (as are observed in cMD
and metadynamics but may not result when the trajectory is
reweighted with aMD), it treats over and under sampling a
well as equally poor, and it equally weights all three of the
main energy wells. � ) 1 is considered an ideal reproduction
of the exact population.

N1 Neuraminidase. A monomer of neuraminidase bound
to the inhibitor oseltamivir taken from the 2HU0 crystal
structure was solvated in an approximately (70 Å)3 box.
Following the minimization and heating protocol outlined
above, the system was equilibrated for 5 ns with the
AMBER99SB force field43 before protein and water param-
eters were changed to the CHARMM22 force field and
further equilibrated for 1 ns. Parameters for oseltamivir were
previously developed for use with the AMBER99SB force
field44 and maintained throughout the CHARMM simula-
tions. The switch to the CHARMM force field was performed
after testing of aMD free energy calculations revealed that
increased acceleration levels in the AMBER force field
tended to disturb the electrostatic components of the free
energy calculation; therefore, this hybrid AMBER (for the
ligand) and CHARMM (for the remainder of the system)
force field was utilized. While the authors concede this may
produce incorrect absolute binding energies, the goal of this
paper is to study convergence of accelerated free energy
calculations to results obtained from unaccelerated (and
longer) calculations.

Alchemical free energy calculations for the decoupling of
the ligand in the protein’s active site were performed using
21 windows in which the electrostatics were decoupled over

∑
i)0

nF exp(�∆V(r)i)

1 + exp[-�(M + Wi - ∆F)]
)

∑
j)0

nR exp(�∆V(r)j)

1 + exp[-�(M + Wj - ∆F)]
(6)

Figure 1. Conformation of the model system alanine dipep-
tide can be expressed by the angles of the two torsions φ

and ψ.

� ) 1
N ·M ∑

i)1

N

∑
U).6,.7,...

3.0 {Pi,U
aMD/Pi,U

exact if Pi,U
exact > Pi,U

aMD

Pi,U
exact/Pi,U

aMD if Pi,U
exact < Pi,U

aMD (7)
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10 windows followed by the Lennard-Jones interactions
decoupled over 10 windows with a softcore potential using
R ) 0.545 (as in a previous study46). Free energies were
calculated using BAR, with the modified BAR formulas
described above used in the aMD calculations. A positional
restraint of .8 kcal/mol was placed on a central carbon atom
in oseltamivir to prevent the ligand from sampling nonactive
site portions of the simulation box,47 and calculations were
performed for cMD, all-dihedral aMD (with E ) 2600 and
R ) 400), and selective aMD (with E ) 13 and R ) 2). For
cMD calculations, three sets of windows were run (as has
been shown to improve calculated free energies48), each with
the same initial coordinates but different velocities for 5 ns
per window, whereas for the selective aMD the same three
sets of windows were run with 200 ps of all-dihedral aMD
(to quickly equilibrate the whole protein) followed by 1.5
ns of selective aMD per window. Note that the times
indicated in the text include the simulation time spent in all-
dihedral aMD; thus, a time of 500 ps represents 200 ps of

all-dihedral and 300 ps of selective aMD. One set of FEP
calculations was performed for the all-dihedral case for 1.75
ns window to illustrate the futility of using standard aMD
in large-scale biomolecular FEP calculations.

The choice of dihedrals to accelerate was based on
previous work in which the tetramer was simulated for 100
ns.46 Acceleration was applied to those dihedrals which
contained only heavy atoms, were in residues that had a
heavy atom within 5 Å of the oseltamivir in the crystal
structure, and had a multivariate distribution for a total of
29 dihedrals.

Work functions were decorrelated based on the statistical
inefficiency using code provided by Shirts and Chodera.49

For each BAR calculation, a bootstrap analysis was per-
formed (with 50 independent calculations) for an error σB,
which was combined with the variance of the three means
(σV) to calculate an overall error estimate for the free energy
by

Figure 2. Free energy landscapes for alanine dipeptide. (a) Metadynamics results representing the expected results for infinite
sampling of the system. Classical MD simulations visited all three energy wells on the 10 ns time scale (b); however, the statistics
are poor (as shown in Table 1). Sampling is improved on the 50 ns time scale (c). (d) All dihedral aMD, showing that a sampling
of all three energy wells is improved relative to the cMD results. (e) Selective dihedral aMD, showing the best agreement to the
metadynamics results on the 10 ns time scale. (f) Wells labeled for discussion purposes.

Table 1. Free Energy Statistics for Alanine Dipeptide from cMD, All-Dihedral aMD, and Selective aMD Simulations
Compared to the Metadynamics Results Which Effectively Represent the Infinite Sampling Limita

well 1 well 2 well 3

time simulation type energy population energy population energy population

metadynamics 0.065 0.406 0.000 0.429 1.010 0.049
10 ns classical 0.485 (+.421) 0.249 (61%) 0.000 (+.000) 0.427 (99%) 0.301 (-0.706) 0.191 (392%)

all dihedral aMD 0.000 (-0.065) 0.337 (83%) 0.085 (+.085) 0.415 (97%) 0.767 (-0.240) 0.078 (160%)
selective aMD 0.008 (-0.057) 0.422 (104%) 0.000 (+.000) 0.369 (86%) 1.010 (-0.004) 0.041 (84%)

50 ns classical 0.350 (+.285) 0.328 (81%) 0.000 (+.000) 0.475 (111%) 1.004 (-0.002) 0.058 (120%)
all dihedral aMD 0.053 (-0.012) 0.372 (92%) 0.000 (+.000) 0.426 (99%) 1.003 (-0.004) 0.052 (106%)
selective aMD 0.137 (+.072) 0.381 (94%) 0.000 (+.000) 0.422 (98%) 1.038 (+.033) 0.048 (98%)

250 ns classical 0.232 (+.168) 0.357 (88%) 0.000 (+.000) 0.446 (104%) 0.994 (-0.012) 0.055 (112%)

a For each of the three wells (Figure 2f) the minimum energy relative to the global minimum is calculated, as is the population of states
within 1.8 kcal/mol of that minimum. Results show that both aMD forms converge on the order of five times as fast as the cMD simulations.
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Results

Alanine Dipeptide. The free energy landscape of alanine
dipeptide can be described by the rotation of two torsional
angles, φ and ψ, making it an ideal model system for
methodological development that has been extensively
studied (Figure 1). The metadynamics, or “infinite sampling
limit”, results (Figure 2a) show three distinct energy wells
which we label for further discussion in Figure 2f. The energy
barrier between wells 1 and 2 is relatively low, and classical
MD (cMD) simulations sample both sets of configurations
on the 10 ns time scale (Figure 2b). Well 3 is substantially
oversampled, which we attribute to the system becoming
trapped in this state due to the higher energy barrier, thereby
discouraging transitions to and from well 3. With 50 ns of
simulation the sampling of all three wells are improved
(Figure 2c). Further detail is shown in Table 1, which
compares the minimum energy of each well and probability
of all states within 1.8 kcal/mol of that minimum to the
theoretically exact answer derived from metadynamics. The
10 ns cMD shows good agreement for well 2 (it is identified
as the global minimum and the population at 3kT is nearly
identical to the metadynamics results); however, well 1 is
undersampled by 39% whereas well 3 is oversampled by
292%, and the minimum energies are incorrect by .4 and .7
kcal/mol, respectively. With 50 ns of simulation time the
sampling improves such that errors in the populations range
from 11% to 20%, and by 250 ns of sampling the statistics
agree much better with the metadynamics results for all three
wells, although the populations of wells 1 and 3 are still off
by >10%.

For comparison, the all-dihedral and selective aMD
simulations sampled all three energy wells on the 10 ns time
scale (Figure 2d and 2e). Free energy statistics indicate a
maximum error in the minimum well energy estimate of 0.24
kcal/mol in the all-dihedral case and 0.06 kcal/mol in the
selective aMD simulation, whereas the greatest disagreement
in well populations was an undersampling of well 1 by 17%
in the all-dihedral aMD and an undersampling of well 3 by
16% in the selective aMD. Extension of the simulations to
50 ns results in further improved statistics of the well
populations, with well 1 only being undersampled by 8% in
the all-dihedral simulation and by 6% in the selective aMD.

To further examine the convergence of the free energy
statistics we defined the parameter � to quantitate the
difference in the two-dimensional energy profiles (as dis-
cussed in the methods) which has the property of a value of
1 representing ideal sampling of the wells as compared to
the metadynamics results. In Figure 3 we compare the time
course of this parameter between the cMD and the aMD
simulations (note the different time scales for the two sets
of simulations). The scores for both aMD are similar to those
for cMD simulations of five times the length, with cMD
simulations requiring 200 ns before consistently having
values above 0.9, whereas the aMD simulations pass this
value at 44 and 35 ns for all-dihedral and selective aMD,
respectively.

A comparison of the boosts applied throughout the aMD
simulations (Figure 4a) shows that higher boost potentials
are applied throughout the all-dihedral simulation than in
the selective aMD. For the all-dihedral case, ∆V varies from
0 to 4.2 kcal/mol, with an average value of 0.45 kcal/mol,
whereas the selective aMD has a range of 0 to 0.54 kcal/
mol with an average of 0.11 kcal/mol. This decrease in the
applied boosts has a significant impact on reweighting as
the maximum weight relative to an unaccelerated state is
reduced from 1097 to 2.46. In Figure 4b the amount of total
weight recovered from a simulation is plotted against the
percentage of frames that contribute to that weight. In the
case of all-dihedral aMD, very few frames contribute a
substantial portion of the reweighting, 50% of the total weight
comes from 4.8% of the trajectory, whereas 90% of the
weight comes from 53.7% of the trajectory. This results in
almost one-half the sampling (46.3%) contributing very little
(less than 10%) to the calculated ensemble averages. In the
selective aMD case the lower boosts result in more uniform
weights, 50% of the weight comes from 37.9% of the
trajectory and 90% from 87.6% of the trajectory (for
comparison, in cMD configurations in the trajectory are
uniformly weighted, so 50% of the weight comes from 50%
of the trajectory). This increased reweighting efficiency
improves the recovered statistics as high-boost configurations
tend to dominate the ensemble average. For example, wells
1 and 2 appear significantly smoother in the energy landscape
of the selective aMD relative to the all-dihedral aMD (Figure
2e and 2d) and � is consistently higher in the selective case,
both of which can be attributed to smoother statistics in the
reweighted energy profiles.

N1 Neuraminidase. The binding of oseltamivir to
neuraminidase is an example of how highly accurate free
energy calculations may be employed in the study and
development of novel pharmaceutical compounds. In order
to validate our aMD simulations of the decoupling of
oseltamivir in the N1 active site, we performed extensive
sampling at each step of the alchemical transformation with
5 ns of cMD simulation for each of the 21 λ values, which

σ ) �σV + ∑
i)1

3

σB/3 (8)

Figure 3. Comparison of the time evolution of our order
parameter �. Classical MD results (shown in black) correspond
to the lower x axis, which is five times longer than that of the
upper x axis, which corresponds to both aMD simulations.
Despite this 5-fold difference in time scales, all three simula-
tions show similar convergence patterns, with the lower
weights in the selective dihedral slightly improving the statistics
relative to the all-dihedral aMD.
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was repeated three times (with different initial velocities).
An equilibration period is typically discarded from the BAR
calculations, the length of which is determined by several
factors, including molecular rigidity, the slow motions of
loops which are relevant to free energy differences, and the
amount of computational time available.50 In Figure 5a we
show the time evolution of the mean free energies for three
equilibration times, 1000, 2000, and 3000 ps, along with the
associated errors. The 3000 ps of equilibration curve is the
only one which does not have a mean that changes ap-
preciably with increased sampling, suggesting that for this
initial configuration of this complex a full 3 ns per window
is required for each of the λ windows to equilibrate to their
new Hamiltonians. The free energy of 66.9 ( 1.2 kcal/mol
is calculated by using 3 ns for equilibration and the remaining
2 ns for sampling, as shown in Table 2. Note that this is not
the free energy of binding in solution; rather it is only one
leg of the thermodynamic cycle required for that calculation.
Examination of individual BAR runs shows that increased
sampling decreases both the variance between the three runs
and the bootstrap errors associated with each (Figure S1,
Supporting Information).

BAR results from simulations using selective aMD (with the
first 200 ps utilizing all-dihedral aMD) are presented in Figure
5b. As in the cMD calculations, we have chosen three

equilibration times, 250, 500, and 750 ps, and the mean value
of the free energy does not remain constant with increased
sampling unless the longest of these equilibration times is
discarded. With 750 ps of equilibration and 750 ps of sampling

Figure 4. (a) Distribution of boost potentials applied during the 50 ns simulations, showing an increased range of ∆V values
throughout the all-dihedral aMD simulation relative to the selective dihedral aMD. (b) Percent of the total weight from the simulations
relative to the percent of frames that contributed this weight. The lower ranges of boosts in the selective aMD produce more
uniform sampling relative to the all-dihedral aMD, which tends to be dominated by a small subset of the configurations.

Figure 5. Free energies for the decoupling of oseltamivir from the neuraminidase active site as computed by alchemical
transformation with classical MD (a) and selectively applied aMD (b). For each set of simulations three possible equilibration
times were chosen; however, for only the longest equilibration period does the calculated free energy remain stable with increased
sampling. The aMD results converged to values comparable to the cMD results with significantly less simulation time. The time
scale on the x axis includes the equilibration time for which free energy values are not calculated.

Table 2. Free Energies for the Decoupling of Oseltamivir
from the Neuraminidase Active Site As Calculated with
cMD and Selective aMD for Varying Equilibration and
Sampling Periods

simulation
type

equilibration
time

sampling
time

free energy
(kcal/mol)

cMD 1 ns 1 ns 71.0 ( 1.4
2 ns 70.5 ( 1.5
3 ns 69.5 ( 1.6
4 ns 68.4 ( 1.3

2 ns 1 ns 69.6 ( 2.2
2 ns 68.5 ( 2.0
3 ns 67.6 ( 1.5

3 ns 1 ns 66.8 ( 1.8
2 ns 66.9 ( 1.2

aMD 250 ps 500 ps 70.5 ( 1.4
750 ps 69.4 ( 1.0
1000 ps 69.2 ( 1.2
1250 ps 68.7 ( 1.1

500 ps 500 ps 69.2 ( 1.2
750 ps 69.0 ( 1.1
1000 ps 68.3 ( 1.2

750 ps 500 ps 67.9 ( 1.4
750 ps 67.3 ( 1.5
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we obtain a free energy value of 67.3 ( 1.5 kcal/mol, identical
(within error) to that from the longer cMD calculations. Results
from individual aMD runs are shown in Figure S2, Supporting
Information. A comparison of the time evolutions of the BAR
results shows similar behavior for the aMD and cMD free
energies (with the aMD on shorter time scales) for the short,
medium, and long equilibration times (Table 2 and Figure S3,
Supporting Information). For short equilibration periods (cMD,
1000 ps; aMD, 250 ps) the free energy is initially overestimated,
and while it approaches the values obtained for longer equili-
bration, the bias introduced in this nonequilibrated period results
in free energies ∼1.5 kcal/mol too high. Medium length
equilibration periods (cMD, 200 ps; aMD, 500 ps) suffer from
this effect as well but are not quite as biased, whereas for long
equilibration times (cMD, 3000 ps; aMD, 750 ps) the calculated
free energies remain stable (within error) with increased
sampling.

As a comparison, we also performed BAR calculations
on a single set of windows run for 1750 ps with all-dihedral
aMD (Figure S4, Supporting Information). The much larger
range of weights resulted in very few configurations con-
tributing to the BAR results and poor free energy estimates.
For example, with 250 ps of sampling and 1250 ps of
equilibration a free energy of -15.0 ( 17.0 kcal/mol was
computed, whereas 750 ps of equilibration and 750 ps of
sampling resulted in a free energy of decoupling of 36.9 (
17.3 kcal/mol. Both of these values are wildly inaccurate
compared to the values of 66.9 ( 1.2 and 67.3 ( 1.5
kcal ·mol obtained from cMD and selectively applied aMD.

5. Concluding Discussions

The method of accelerated molecular dynamics has been well
established as a means of enhancing phase space sampling with
minimal computational cost; however, the exponential re-
weighting required for the recovery of ensemble averages in
the unaccelerated case introduces excessive noise such that it
is often difficult, if not impossible, to recover accurate ensemble
averages. Even in the case of the well-studied system alanine
dipeptide this becomes evident. For example, in Figure 2d the
free energy profile of well 1 appears discontinuous in the region
of (φ, ψ) ) (-50,150), due in large part to the fact that several
of the conformations visited have weights 1-3 orders of
magnitude below that of the maximum weighted conformation.
In contrast, by limiting the acceleration to only those dihedrals
which are most pertinent to phase space sampling (in this case,
φ and ψ) the maximum weight was reduced from 1097 to 2.46,
which not only increased the smoothness of the recovered free
energy profile (Figure 2e) but also moderately improved the
agreement to the infinite sampling limit (as calculated with
metadynamics) results in Table 1 and Figure 3. However, both
aMD formalisms showed approximately a factor of 5-fold
increase in efficiency relative to cMD for our order parameter
�.

Extension of this idea to the pharmaceutically relevant case
of oseltamivir binding to neuraminidase shows the expensive
free energy calculation of the decoupling of the ligand in
the protein’s active site may be reduced by up to 70% (from
5 to 1.5 ns/window) without a loss in precision. While this
may not be crucial in the case of studying the binding of

only a single ligand to a protein, one could imagine that in
the lead optimization stage of a drug-design effort, when
highly accurate binding energies are necessary, the ability
to examine three times the number of possible compounds
at little extra computational cost may be highly desirable.
In the case presented here, the accelerated dihedrals were
chosen based upon extensive prior MD simulations; however,
if this data were not available one could choose the
accelerated dihedrals by residue type (accelerating dihedrals
in residues with highly mobile side chains such as arginine
and not accelerating dihedrals in aromatic rings), atom types
(non-hydrogen containing), and proximity to the ligand.
Additionally, in some cases where the ligand is bulky and
has multiple torsions with high-energy barriers between local
minima, one could accelerate dihedrals in the ligand mol-
ecules themselves, as was done in the case of cyclophilin.23

Selective aMD may easily be incorporated into other free
energy algorithms. For example, the methods of one-step
perturbation and envelope distribution sampling provide tech-
niques for effectively calculating the binding of several ligands
to a protein with a single extended MD simulation.51,52 They
have, however, not been extensively utilized due to the fact
that, depending on the system being studied, they may require
simulations on the microseconds time scale.53 Therefore, a
reduction of the computational cost of 3- to 5-fold (as observed
in this study) could reduce the necessary simulation length from
the highly expensive 1-2 µs range into the manageable 200
ns time scale. These methods highlight that sampling of the
partition function is, in general, a slow process requiring
extensive calculations; therefore, methods such as selective
aMD, which can enhance sampling of the relevant portions of
phase space while not introducing excessive noise into the
calculations, may prove useful in future applications.
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Abstract: Lattice spin models are useful for studying critical phenomena and allow the extraction
of equilibrium and dynamical properties. Simulations of such systems are usually based on
Monte Carlo (MC) techniques, and the main difficulty is often the large computational effort
needed when approaching critical points. In this work, it is shown how such simulations can be
accelerated with the use of NVIDIA graphics processing units (GPUs) using the CUDA
programming architecture. We have developed two different algorithms for lattice spin models,
the first useful for equilibrium properties near a second-order phase transition point and the
second for dynamical slowing down near a glass transition. The algorithms are based on parallel
MC techniques, and speedups from 70- to 150-fold over conventional single-threaded computer
codes are obtained using consumer-grade hardware.

I. Introduction

In most common cases, computer programs are written
serially: to solve a problem, an algorithm is constructed and
implemented as a serial stream of coded instructions. These
instructions are executed on a central processing unit (CPU)
on one computer. Momentarily disregarding specific cases
for which modern CPU hardware is optimized, only one
instruction may be executed at a time; on its termination,
the next instruction begins its execution. On the other hand,
parallel computing involves the simultaneous use of multiple
computational resources. In recent years, massively parallel
computing has become a valuable tool, mainly due to the
rapid development of the graphics processing unit (GPU), a
highly parallel, multithreaded, many core processor. How-
ever, due to the specialized nature of the hardware, the
technical difficulties involved in GPU programming for
scientific use stymied progress in the direction of using GPUs
as general-purpose parallel computing devices. This situation
has begun to change more recently, as NVIDIA introduced
CUDA, a general purpose parallel computing architecture
with a new parallel programming model and instruction set
architecture (similar technology is also available from ATI
but was not studied by us). CUDA comes with a software
environment that allows developers to use C (C++, CUDA

FORTRAN, OpenCL, and DirectCompute are now also
supported1) for program development, exposing an applica-
tion programming interface and language extensions that
allow access to the GPU without specialized assembler or
graphics-oriented interfaces. Nowadays, there are quite a few
scientific applications that are running on GPUs; this includes
quantum chemistry applications,2,3 quantum Monte Carlo
simulations,4,5 molecular dynamics,6–13 hydrodynamics,14

classical Monte Carlo simulations,15–17 and stochastic
processes.18–20

In this work, we revisit the problem of parallel Monte
Carlo simulations of lattice spin models on GPUs. Two
generic model systems were considered:

(1) The two-dimensional (2D) Ising model21 serves as a
prototype model for describing critical phenomena and
equilibrium phase transitions. Numerical analysis of critical
phenomena is based on computer simulations combined with
finite size scaling techniques.22 Near the critical point, these
simulations require large-scale computations and long av-
eraging, while current GPU algorithms are limited to small
lattice sizes16 or to spin 1/2 systems.17 Thus, in three-
dimensions (3D), the solution of lattice spin models still
remains a challenge in statistical physics.

(2) The North-East model23 serves as a prototype for
describing the slowing of glassy systems. The computational
challenge here is mainly to describe correlations and fluctua-* Corresponding author e-mail: rabani@tau.ac.il.
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tions on very long time scales, as the system approaches the
glass temperature (concentration).23 As far as we know,
simulations of facilitated models on GPUs have not been
explored so far, but their applications on CPU have been
discussed extensively.24–27

We develop two new algorithms useful to simulate these
lattice spin models. For certain conditions, we obtain
speedups of 2 orders of magnitude in comparison with serial
CPU simulations. We would like to note that in many GPU
applications, speedups are reported in Gflops, while in the
present work, we report speedups of the actual running time
of the full simulation. The latter provides a realistic estimate
of the performance of the algorithms. This Article is
organized as follows: Section II comprises a brief introduc-
tion to GPUs and summarizes their main features. Section
III contains a short overview of lattice spin models and the
algorithms developed. Section IV includes a short discussion
of the random number generator used in this work. Section
V presents the results and the comparisons between CPU
and GPU performance. Finally, section VI concludes the
Article.

II. GPU Architecture

To facilitate an understanding of GPU programming, we
provide a sketch of NVIDIA’s GPU device architecture. This
is important for the development of the algorithms reported
below, and in particular for understanding the logic and
limitations behind our approach. By now, three generations
of GPUs have been released by NVIDIA (G80, GT200, and
the latest architecture codename “Fermi”). In Table 1 we
highlight the main features and differences between generations.

A. Hardware Specifications. On a GPU device one finds
a number of scalar multiprocessors (SMs). Each multiproces-
sor contains 8/32 (architecture dependent) scalar processor
cores (SPs), a multithreaded instruction unit (MTIU), special
function units for transcendental numbers and the execution
of transcendental instructions such as sine, cosine, reciprocal,
and square root, 32-bit registers, and the shared memory
space. In general, unlike a CPU, a GPU is specialized for
compute-intensive, highly parallel computation, exactly the
task graphics rendering requires, and is therefore designed
such that more transistors are devoted to data processing
rather than data caching and flow control. This is schemati-
cally illustrated in Figure 1 and makes GPUs less general-
purpose but highly effective for data-parallel computation
with high arithmetic intensity. Specifically, they are opti-

mized for computations where the same instructions are
executed on different data elements (often called single
instruction multiple data, or SIMD) and where the ratio of
arithmetic operations to memory operations is high. This puts
a heavy restriction on the types of computations that
optimally utilize the GPU, but in cases where the architecture
is suitable to the task at hand it speeds up the calculations
significantly.

B. Memory Architecture. NVIDIA’s GPU memory
model is highly hierarchical and is divided into several layers.

Registers. This is the fastest form of memory on the GPU.
Usually automatic variables declared in a kernel reside in
registers, which provide very fast access.

Local Memory. Local memory is a memory abstraction
that implies “local” in the scope of each thread. It is not an
actual hardware component of the SM. In fact, local memory
resides in device memory allocated by the compiler and
delivers the same performance as any other global memory
region.

Shared Memory. This can be as fast as a register when
there are no bank conflicts or when reading from the same
address. It is located on the SM and is accessible by any
thread of the block from which it was created. It has the
lifetime of the block (which will be defined in the next
subsection).

Global Memory. This is potentially about 400-600 times
slower than register or shared memory. This module is
accessible by all threads and blocks. Data transfers from and
to the GPU are done from global memory.

Constant Memory. Constant memory is read only from
kernels and is hardware optimized for the case when all
threads read the same location (i.e., it is cached). If threads
read from multiple locations, the accesses are serialized.

Texture Memory. Graphics processors provide texture
memory to accelerate frequently performed operations. The
texture memory space is cached. The texture cache is
optimized for 2D spatial locality, so threads of the same warp
that read texture addresses that are close together will achieve
best performance. Constant and texture memory reside in
device memory.

C. CUDA Programing Model. As has been mentioned,
CUDA includes a software environment that allows develop-
ers to develop applications mostly in the C programming
language. C for CUDA extends C by allowing the program-
mer to define C functions (kernels) that, when called, are
executed N times in parallel by N different CUDA threads
on the GPU scalar processors. Before invoking a kernel, the
programmer needs to define the number of threads (N) to be
created. Moreover, the programmer needs to decide into how
many blocks these threads will be divided. When the kernel
is invoked, blocks are distributed evenly to the different
multiprocessors (hereby, having p multiprocessors requires
a minimum of p blocks to achieve 100% utilization of the
GPU). The blocks might be one-, two-, or three-dimensional
with up to 512 threads per block. Blocks are organized into
a one- or two-dimensional grid containing up to 65 535
blocks in each dimension. Each of the threads within a block
that executes a kernel is given a unique thread ID. To
differentiate between two threads from two different blocks,

Table 1. Summary of NVIDIA’s Different Architectures

G80 GT200 Fermi

maximum number
of multiprocessors

16 30 16

scalar cores per
multiprocessor

8 8 32

double precision
capability

none 30 FMA
ops/clock

256 FMA
ops/clock

special function units 2 2 4
warp schedulers

per multiprocessor
1 1 2

shared memory 16 kB 16 kB 48 kB
concurrent kernels 1 1 up to 16
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each of the blocks is given a unique ID as well. Threads
within a block can cooperate among themselves by sharing
data through shared memory. Synchronizing thread execution
is possible within a block, but different blocks execute
independently. Threads belonging to different blocks can
execute on different multiprocessors and must exchange data
through the global memory. There is no efficient way to
synchronize block execution, that is, in which order or on
which multiprocessor they will be processed; thus, an
efficient algorithm should avoid communication between
blocks as much as possible.

Much of the challenge in developing an efficient GPU
algorithm involves determining an efficient mapping between
computational tasks and the grid/block/thread hierarchy. The
multiprocessor maps each thread to one scalar processor, and
each thread executes independently with its own instruction
address and register state. The multiprocessor SIMT (single
instruction multiple threads) unit creates, manages, schedules,
and executes threads in groups of 32 called warps. When a
multiprocessor is given one or more thread blocks to execute,
it splits them into warps that get scheduled by the SIMT
unit. The SIMT unit selects a warp that is ready to execute
and issues the next instruction to the active threads of the
warp. A warp executes one common instruction at a time,
so full efficiency is realized when all threads of a warp agree
on their execution path (on the G80 and GT200 architectures,
it takes 4 clock cycles for a warp to execute, while on the
Fermi architecture it takes only 1 clock cycle). If threads of
a warp diverge via a data-dependent conditional branch, the
warp serially executes each branch path taken, disabling
threads that are not on that path. When all paths terminate,
the threads converge back to the same execution path. Branch
divergence occurs only within a warp: different warps
execute independently regardless of whether they are execut-
ing common or disjointed code paths. More information can
be found in ref 1.

III. Lattice Spin Models

We consider a general lattice model of spins that are placed
on a square lattice of dimensions d ) 1,2,3... The spins may
be of any dimension and may acquire continuous or discrete
values. In the applications reported below, we focus, for
simplicity, on the case where the spins at lattice site i take
discrete values of si ) (1, but this can be easily extended
to any spin dimension and value. The interactions between
the spins are given by the Hamiltonian:

In the above equation, the first sum is usually carried over
nearest neighbors only (which we will denote 〈ij〉). Jij is the
interaction parameter and may be constant, discrete, or
continuous, and Bi is an external field. The above Hamilto-
nian can be used to study equilibrium properties as in the
Ising model and spin glass models (Edwards-Anderson
model,28 Sherrington-Kirkpatrick model,29 random orthogo-
nal model,30 etc.), or the dynamic behavior as in facilitated
spin models (Fredrickson and Andersen,31 Jackle-Eisinger
North-East model,23,32 etc.). Simulations of such systems are
based on Monte Carlo techniques.33 In most CPU imple-
mentations, the algorithms for equilibrium or dynamic
simulations do not differ significantly. However, as will
become clear below, they become very different when
implemented on a GPU. Although the implementations
described below are for two simple cases, the extension of
our approach to the spin glass models mentioned above or
to other facilitated spin models is straightforward.

A. Monte Carlo Simulation of the 2D Ising Model. The
simplest 2D Ising model22 describes N magnetic dipoles (or
spins) placed on a 2D square lattice with one spin per cell.
We limit the discussion to the spin 1/2 case, where each
spin has only two possible orientations, “up” and “down”.
Each spin interacts with its nearest neighbors only, with a

Figure 1. (a) A schematic delineation that illustrates the ratio of transistors devoted to data processing (ALUs) to those of data
caching and flow control in CPUs and GPUs. This is a manifestation of the different philosophies between the “all purpose” CPU
to the “dedicated purpose” GPU. (b) A visual hardware model that describes the memory architecture and hierarchy of a GPU
device (courtesy of NVIDIA).

H ) ∑
i*j

Jijsisj + ∑
i

Bisi (1)
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fixed interaction strength. In the absence of an external
magnetic field, the Hamiltonian is given by

where 〈ij〉 represents a sum over nearest neighbors and J
determines the energy scale. Monte Carlo simulation tech-
niques based on the Metropolis algorithm34 are perhaps the
most popular route to obtain the thermodynamic properties
of this model. In a CPU implementation of the Metropolis
algorithm, a spin is selected at random, and an attempt to
flip the spin is accepted with the Metropolis probability Pacc

) min[1,exp(-∆H/T)], where T is the temperature in units
of energy. In the GPU algorithm developed here, we will
take advantage of the fact that spins interact only with their
nearest neighbors, and thus the problem can be divided into
noninteracting domains. The generalization to the case of
finite interacting regions is straightforward. The algorithm
is as follows:

(1) Randomly initialize the lattice (this is done on the
CPU).

(2) Copy lattice to the GPU.
(3) Divide the lattice into Q sublattices, each with P spins.
(4) A grid of Q thread-blocks is formed. Every thread-

block contains P/4 threads.
(5) Every block copies a sublattice including its boundaries

from the global memory to the shared memory. To avoid
bank conflicts and save precious shared memory space, the
short data type was used to form the lattice (Figure 2).

(6) Within the block, every thread is in charge of 4 spin
sites (a sub block of 2 × 2). At first all red spins are updated
(Figure 3a); that is, all threads are active. Once a thread
finished updating the red spin, it continues to update its blue
spin (Figure 3b). Because no native block synchronization
exists, before updating the remaining spins, we make sure
that all blocks finished the first two steps. This is done by
recopying the data from the shared memory (boundaries
excluded) onto the global memory and ending the kernel.

(7) Relaunch the kernel with the configuration generated
in the previous step. Redo steps 5 and 6, only this time the
green and white spins are being updated (Figure 3c).

(8) Recopy data to global memory.
This completes one Monte Carlo step (or one lattice

sweep). In our implementation, we chose sublattices of 32
× 32 in size and blocks of 256 threads, as this choice turned
out to be the most efficient. Using more threads does in fact
reduce the time it takes the block to copy a sublattice to the
shared memory, but then the ratio of arithmetic operations
to memory operations is low and performance is poor. To
obtain thermodynamic average properties, we use the fact
the CPU and GPU can work in parallel and the lattice is
copied from the device to the host from time to time, so
averages can be calculated on the CPU while the GPU
continues to sweep the lattice. We note in passing that similar
algorithms have been proposed by Tobias et al.16 and Block
et al.17 The former approach is restricted to lattices with up
to 1024 × 1024 spins in 2D (assuming spins are stored as
integer data type), whereas the algorithm presented in this
work is applicable to larger systems, is designed for coalesced
global memory access, and avoids bank conflicts, all of which
make better use of the GPU architecture. The limit of system
size in our approach is related to the size of the global
memory on the GPU, which is typically on the order of 1-4
GB. This amounts to maximum system sizes of 20 000 ×
20 000 to 40 000 × 40 000 spins. The algorithm of Block
et al.17 is applicable to much larger systems and deals with
the issue of multi-GPU programming, but is currently
restricted to spin 1/2 systems, while the algorithm presented
in this work is suitable for the more generalized Potts model35

and gives approximately the same speedups in comparison
to an equivalent CPU code.

To acquire the correct thermodynamic equilibrium state,
the chosen set of Monte Carlo moves must satisfy either
detailed balance or the weaker balance condition. On the
CPU, detailed balance is rigorously satisfied when randomly
selecting a spin within the Metropolis algorithm. For the
GPU, however, the approach we developed breaks detailed
balance, and only balance is satisfied.36,37 This is a sufficient
condition to ensure that the algorithm correctly samples the
Boltzmann distribution.

B. The North-East Model. The North-East model is
based on the Ising model Hamiltonian with special con-
straints that are used to model facilitated dynamics.23,31,38

The Hamiltonian is given by:

where si, J, B, and 〈ij〉 are described above. What makes
this model different from the previous one is a constraint
imposed on the transition probability to flip a spin. This
probability is zero, unless the spin’s upper (north) and right
(east) neighbors point “up”. In the latter case, one accepts a
flip with the same Metropolis probability given by Pacc )
min[1,exp(-∆H/T)]. Thus, the thermodynamics of the model
is the same as the Ising model, but the Monte Carlo dynamics
generated by the above rule is quite different. In most
applications reported in the literature, one takes J ) 0. For
J * 0, the dynamics generated by this model are richer and
show an interesting re-entrant transition.39 When J ) 0, the
thermodynamics is trivial, and the coupling between neigh-

Figure 2. Illustration of the algorithm for an Ising model
implemented on a GPU device. Every block handles a
sublattice. Every thread is assigned 4 spin sites according to
its ID and block. To improve memory access performance,
each block copies its sublattice on to shared memory.
Because a spin needs its 4 nearest neighbors to update, extra
boundary sites are copied as well (blue-tinted square).

H ) -J ∑
〈ij〉

sisj (2)

H ) J ∑
〈i,j〉

sisj + B ∑
i

si (3)
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boring spins depends only on the aforementioned dynamical
constraint. The lattice is initialized so spins point “up” with
the probability c, which is also the equilibrium density of
spins pointing “up”, and can be expressed as c )
1/z e-1/T, where the partition function is z ) e1/T + e-1/T

and T is the unitless temperature. Because of the dynamical
constraints, if c is too low, one finds domains of spins that
are stuck. For a high value of c on the other hand, all spins
are flippable. As a consequence, there is a critical concentra-
tion c* below which the system is not ergodic. This transition
from ergodic to nonergodic behavior is modeled by the
spin-spin autocorrelation function:

where 〈si〉 ) 2c - 1 is the average spin polarization and
si(t) is the spin polarization at Monte Carlo step t for site i.
We expect the function to decay to zero for an initial
concentration c > c* and to decay to a finite value f (which
is the fraction of spins that are stuck) for c < c*. The CPU
implementation of the North-East model is identical to that
described for the Ising model, with the additional constraint
for the flipping probability.

The GPU implementation for this model, similar as it may
seem to the Ising model, is a bit cannier. We found out that
applying the checkerboard algorithm (described in section
III.A) does not yield the same relaxation dynamics as the
serial CPU implementation. This is understandable, because
this model imitates a diffusion process: for a spin to be able
to change its configuration, it is necessary that its north and
east neighbors point up. If they do not, they in turn will also
need their neighbors to point up to be able and change their
configuration. Equilibration takes place by an up spin
diffusion from “north-east” to “south-west”. By sequentially
(instead of randomly) sweeping the lattice, we change the
dynamics of this process. Such being the case, the corrected
algorithm we developed is:

(1) Initialize the lattice so spins point up with probability
c (on the CPU).

(2) Copy lattice to the GPU.
(3) Divide the lattice into Q sublattices, each with P spins.
(4) A grid of Q thread-blocks is formed. Every thread-

block contains P/4 threads.
(5) Blocks then randomly pick a sublattice (Figure 4) in

such a way that two different blocks cannot pick the same

sublattice. Every block copies a sublattice including its
boundaries from the global memory to the shared memory.

(6) Within each block, λ threads concurrently pick λ spins
from the sublattice randomly and update them. λ is chosen
to be a small fraction of P.

(7) Synchronize the block.
(8) Reiterate steps 6 and 7 q times, such that q · λ )

P/2.
(9) Copy back data from shared memory to global memory

(to allow block synchronization).
(10) Relaunch the kernel with the same configuration and

redo steps 5-8.
(11) Recopy data to global memory.
This completes one lattice sweep. Again, we use the fact

the CPU and GPU can work in parallel, and the lattice is
copied from the device to the host from time to time to store
the spin’s configuration for the computation of the autocor-
relation function.

The algorithm presented here does not preserve detailed
balance nor the weaker balance condition, but because we
are interested in its dynamics the given algorithm is correct.
One should note that to obtain the correct dynamics an
initialization of the parameter λ is needed. It is obvious that
in the limit where Q ) λ ) 1 the algorithm is in fact serial
and preserves detailed balance (results for this limit are given
by the black line in Figure 5). We can now use this result as
a reference and increase the number of threads and blocks
that are working in parallel. There is an upper limit above
which the results will diverge from the desired reference and
the dynamics will no longer be correctly reproduced. Once

Figure 3. As native block synchronization is not available on a GPU, one must terminate the kernel’s execution to achieve it.
This is only necessary after the red and blue spins where updated (as can be clearly seen, they do not interact) and before
moving on to the green and white spins, which in turn do interact with the aforementioned updated red and blue spins.

Φ(t) ) ∑
i

〈si(t) · si(0)〉 - 〈si〉
2

1 - 〈si〉
2

(4)

Figure 4. Although this figure looks similar to the Ising model
implementation, in this case sublattices and spins are chosen
randomly. This preserves the dynamical behavior in compari-
son to CPU algorithms. Note that when copying the data to
the shared memory, only the upper and right boundaries are
necessary.
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λ has been evaluated, the simulation can be performed. In
Figure 5 we provide a self-consistent test on the value of λ
for the North-East model at c ) 0.42.

It is possible to write an algorithm that maintains the
weaker balance condition and at the same time preserves
the dynamical relaxation of the model. The drawback of such
an algorithm, however, is that it is ∼2.5× slower then the
one presented above. The only changes are in steps 6-9:

(6) Within each block, λ threads concurrently pick λ red
spins (Figure 4) from the sublattice randomly and update
them. λ is chosen to be a small fraction of P.

(7) Synchronize the block and pick λ white spins from
the sublattice randomly and update them.

(8) Copy back data from shared memory to global memory
(to allow block synchronization).

(9) Relaunch the kernel with the same configuration and
redo steps 6-8 three more times (this will complete one MC
step).

IV. Pseudo Random Numbers Generation

Monte Carlo simulations rely heavily on the availability of
random or pseudorandom numbers. In this work, random

numbers were used to determine whether spin flips are
accepted or rejected, in accordance with the Metropolis
algorithm. As is widely known, the use of a poor quality
PRNG (pseudo random numbers generator) may lead to
inaccurate results.40 In the course of this work, three different
PRNGs were utilized:

(1) The first is L’Ecuyer with Bays-Durham shuffle and
added safeguards.41 This PRNG has a long period (2 × 1018)
and is easy to implement on a CPU. Unfortunately, porting
it to GPUs causes a dramatic decrease in performance: this
is mostly due to the fact that the implementation of this
algorithm requires too many registers.

(2) Second is the “minimal” random number generator of
Park and Miller.41 This PRNG has a period of 2 × 109 and
is portable to GPUs. In practice, however, it proved to work
poorly, and the GPU simulation results were in poor
agreement with reference values obtained with better PRNGs.

(3) Finally, we have the linear congruential random
number generator (LCRNG).41 This PRNG has a period of
106-109 and provided good results even for very long runs.
The LCRNG algorithm is very easy to port to the GPU and
has the advantage of being very fast, requiring only a few
operations per call.

In our implementations (section III), each thread used a
separate LCRNG, creating its own sequence of pseudoran-
dom numbers with a unique seed. The sequence (of thread
i) is created as follows:

An appropriate choice of the coefficients is responsible for
the quality of the LCRNG. We used41 a ) 1 664 525, c )
1 013 904 223, and m ) 232. The different seeds were created
per thread according to

with x0
Th0 ) 1. Similar PRNGs were used for other GPU

applications.16,17

Figure 6. Comparison between the Monte Carlo simulation done on a CPU and on a GPU for a 128 × 128 spin-lattice. The
temperature was stepwise reduced by 0.01 from T ) 2.4 to T ) 2.1. The critical temperature for this model is Tc ) 2/log(1 +
�2). At each temperature, 2 × 107 sweeps through the lattice were performed, during which 10 000 different measurements
were taken (after reaching equilibrium). In (a), we show the average spin magnetization, in (b) the average spin energy, and in
(c) the heat capacity.

Figure 5. Convergence tests of the parameter λ for the North-
East model at c ) 0.42. The solid black line represents the
reference value, which was obtained by running the simulation
on a single thread-single block. This result is identical to the
serial CPU result. The best performance is achieved for
sublattices of 32 × 32 spins and for λ ) 16 threads, that is,
attempts to flip only ∼1.5% ≈ 16/(32 × 32) of the spins inside
a sublattice. One can see that for higher values of λ, the
correlation diverges from the correct result.

xj+1
Thi ) (a · xj

Thi + c) mod m (5)

xj+1
Thi ) abs(xj+1

Thi

231 ) (6)

x0
Thi+1 ) (16 807 · x0

Thi) mod m (7)
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V. Results

For comparison, CPU codes were executed on a PC with
Intel Core2 Duo E7400 @ 2.8GHz processor, Intel Raisin-
City motherboard with Intel G41 chipset and Kingstone
2GB,800 MHz RAM (only a single core was used for the
calculations). The operating system was CENTOS. Codes
were compiled with an Intel C++ compiler (ICC) using all
optimizations provided for best performance. Speedups
reported here are given in terms of the complete application
running time (from initialization until results are processed),
rather than Gflops or spin updates per second. This choice
is important, as it most closely describes the “real” gain in
practical simulations by the use of a GPU rather than a CPU.

A. Ising Model. To verify the GPU implementation, we
compared values of magnetization, energy, and heat capacity
as a function of temperature (temperature was taken in energy
units) between GPU and CPU versions. In Figure 6 are
presented results from a 128 × 128 spin-lattice. We find
the results to clearly agree. In terms of acceleration, we
achieved a 15× factor for lattices with 512 × 512 spins on
the GT 9600 GPU (G80 architecture). Implementing the same
code on the new GTX 480 GPU, we achieved a factor of
150×. This factor reduces to 2× for small lattices (32 ×

32). The reason for this is that in small problems it becomes
harder to hide memory access latencies, because there are
not enough threads to execute between memory access
operations. A theoretical analysis of our implementation
shows that the GPU reaches full occupancy (a useful tool to
check this is the “CUDA GPU Occupancy Calculator”, which
can be freely downloaded from ref 42). The 10-fold factor
obtained by the GTX 480 in comparison with the GT 9600
is easily understood when taking into consideration that the
GTX 480 has 15 SMs instead of 8 (on the GT 9600), 4 blocks
can be active simultaneously instead of 3, and a warp
executes in one clock cycle instead of 4. Thus, the relative
speedup is 15/8 ·4/3 ·4/1 ) 10. From Figure 8a it is obvious
that the GPU reaches full occupancy only for lattices bigger
than 128 × 128. Note also that near the critical temperature,
the fluctuations and noise increase. Because the present work
is not concerned with determining the critical behavior, we
have used the same number of Monte Carlo sweeps for all
temperatures. Estimation of the critical behavior requires
much longer runs, and perhaps also larger systems. In this
respect, the GPU approach developed here provides the
means to increase numerical accuracy by more than 1 order
of magnitude (noise scales with the square root of the number

Figure 7. Comparison between spin-spin autocorrelation functions calculated from simulations done on a CPU and on a GPU
for spin-lattices of different sizes and different initial concentrations. Results were obtained by averaging the autocorrelation
functions of 30 different initial realization for every concentration. (a) Results for a 128 × 128 spin-lattice. As can be seen for
low concentrations approaching c*, relaxation time is very long (longer than the time we were willing to wait for the CPU results).
Furthermore, at this concentration, more than 30 trajectories are required to average the autocorrelation function. (b and c)
Results obtained from 512 × 512 spin-lattices.

Figure 8. (a) Processing times for the 2D Ising model. Times are shown as a function of the number of spins n per row, which
is related to the system size by N ) n2. A maximum acceleration factor of 15 was achieved (on the GT 9600GPU). We believe
a higher value can be obtained for larger lattices. (b) Speedups of two different GPU cards versus the CPU serial implementation
for the North-East model. Again, times are shown as a function of the number of spins n per row.
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of MC steps), either by increasing the system size or by
simulating longer Monte Carlo runs.

B. North-East Model. The North-East model has a
critical concentration c* ≈ 0.3, below which the dynamics
break ergodicity. In Figure 7 we show the results for
spin-spin autocorrelation function for different concentra-
tions above the critical value. Two lattice sizes were studied.
Similar to the previous case, we find that the GPU results
agree well with the CPU results, indicating that the proposed
algorithm reproduces the correct dynamics. This is not trivial
and depends on the value chosen for λ. Moreover, as pointed
out above, the algorithm used for the Ising model fails to
produce correct relaxation times. As the system approached
the critical concentration, the dynamics become sluggish and
the autocorrelation function decays slowly to zero.

In Figure 8b we compare the running times between the
CPU and two GPU architectures. We achieved a 2× factor
on the GT 9600 GPU and a ∼70× speedup running the same
code on the new GTX 480 GPU. This factor reduces to 8×
for smaller lattices (128 × 128 and less). The GPU
acceleration is nearly 2 orders of magnitude, implying that
one can simulate the system closer to the critical density.
This is important because the behavior of relaxation near
the critical density is not necessarily universal, and thus
extrapolations are often tricky.

VI. Conclusions and Summary

We have developed algorithms to simulate lattice spin models
on consumer-grade GPUs. Two prototype models have been
considered: the Ising model describing critical phenomena
at equilibrium and the North-East model describing glassy
dynamics. We showed that for equilibrium properties of
lattice models an impressive speedup of 150× can be
achieved. To simulate the dynamics of such models, a more
sophisticated approach was developed to preserve the
dynamical rules and outcome. Our algorithm for the dynamic
model reaches a ∼70× factor in comparison to the serial
CPU implementation for large system sizes. Although the
algorithms were performed on specific models, we feel they
can be easily extended to a larger class of similar systems.

Because the gain in computational power embodied by
these results is in some cases 2 orders of magnitude, while
the required GPU hardware is priced similarly to a CPU and
can often be added to existing systems, the algorithms are
certainly of interest. On the other hand, taking full advantage
of it still requires savvy knowledge of the device and its
capabilities and limitations, and the development of specific
numerical algorithms. As the advantages of this useful
technology become clear and knowledge about its imple-
mentation continues to build and spread, we hope it will
become more accessible to a wide variety of computationally
minded scientists.
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Abstract: Using a recent high-quality ab initio coupled cluster benchmark set for magnetiz-
abilities, we assess the performance of a set of density functionals, representing different levels
of complexity, from the local density approximation (LDA), via generalized gradient approxima-
tions (GGA’s) to kinetic energy density including meta-GGA’s. The effect of self-interaction
correction (SIC) is remarkable and, in most cases, leads to a significant error reduction, revealing
the sensitivity of magnetizability toward a physically sound exchange-correlation potential.

1. Introduction

The static magnetizabilities are computed from the exchange-
correlation potential as a second-order response of a molecule
to an external magnetic field, as the second derivative of
the energy with respect to the magnetic field, evaluated at
zero field strength:

It is thus the magnetic-field equivalent of polarizability in
an electric field. A negative value for the magnetizability
implies a diamagnetic molecule, a class that encompasses
most closed-shell, neutral species. The few exceptions include
the paramagnetic ozone and boron monohydride,1-3 BH.
Experimentally, measuring absolute magnetizabilities is
something of a challenge. Vibrational effects are also large,4,5

which makes a direct comparison to computed values less
straightforward. Recently, Lutnæs et al. published a careful
benchmark set for magnetizabilities4 (and rotational g
tensors), computed at the coupled-cluster singles, doubles,
and perturbative triples, CCSD(T)6 level, using large, gauge-
including basis sets. They compared their CCSD(T) values
against several levels of density functional theory (DFT)7,8

and concluded that all of the tested functionals show
significant differences with respect to the ab initio values.
Other studies have also shown that magnetizabilities are
relatively insensitive to electron correlation effects, and
already Hartree-Fock (HF) theory9,10 usually performs
adequately. Therefore, it is somewhat awkward that most
density functionals, which naturally capture more of the
correlation than HF, actually perform worse in predicting
this property.

Standard exchange-correlation functionals suffer from an
unphysical self-interaction of the electrons. An immediate
consequence of the Coulomb self-interaction error (SIE) is
to raise the energies of occupied orbitals. As is well known,
the highest occupied molecular orbital (HOMO) in exact DFT
would correspond exactly to the negative of the ionization
potential.11 In approximate DFT, this is seldom the case.
Thus, band gaps are usually much too small, and in some
cases, it is even impossible to satisfy the aufbau principle.
For anions, the HOMO energy often becomes positive,
implying unbound electrons. In an attempt to minimize the
self-interaction, orbitals become too diffuse, an especially
problematic artifact for unpaired electrons12 and dissociation
of radicals.13 SIE has also been found to cause problems in
the evaluation of polarizabilities, the electric field counterpart
of magnetizabilities.14

Lutnæs et al. found that hybrid functionals that incorporate
a portion of exact “HF” exchange improve the magnetiz-
abilities. A further improvement was found by employing
the optimized effective potential (OEP) approach.15-20 By
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treating the exchange part in this manner, an orbital-
dependent nonlocality is introduced. One effect of this is to
reduce the self-interaction error of the functional.21 Correct-
ing for self-interaction has previously been shown to be
beneficial for computing nuclear magnetic resonance (NMR)
parameters22-24 and magnetization.25 In the field of com-
putational NMR, the Malkin correction26 seems to mimic
self-interaction correction to a degree, often improving the
results.22,27 Also, calculation of polarizabilities benefits from
self-interaction correction, especially within the OEP-SIC
formalism.28,29 Therefore, it is of interest to see how
explicitly self-interaction-corrected DFT (SIC-DFT) performs
for magnetizabilities.

Here, we assess the performance of several density
functionals, representing various levels of complexity, start-
ing from the local density approximation30 (LDA). Of the
generalized gradient approximation31 (GGA) family, we
include the Swart-Solà-Bickelhaupt32 (SSB-D) functional,
recently presented as a good all-round functional, well suited
for, among other properties, reliable spin state energetics.
Thus, it is of interest to see how well this functional performs
for the somewhat related property of magnetizability. SSB-D
is to a large part based on the nonempirical Perdew-
Burke-Ernzerhof (PBE) functional33 and its modification
OPBE, which uses Handy-Cohen optimized exchange,
OPTX.34 PW91,35,36 closely related to PBE, PBEsol, a
reformulation of PBE which satisfies exact conditions more
relevant for solids than molecules37 (while still being
nonempirical), for magnetic properties the tuned Keal-Tozer
KT2,38 and the popular BP8639,40 functionals are also
benchmarked.

The meta-GGA functionals go beyond the GGA ap-
proximation by also taking the orbital-dependent kinetic
energy density and/or the Laplacian of the electron density
as an input parameter. This allows for a more complete
emulation of the “true” functional, for example, by satisfac-
tion of a fuller range of known physical properties. Poten-
tially, ingredients important also for magnetizabilities would
be included. Here, we test two common representatives of
this level of theory, the nonempirical Tao-Perdew-
Staroverov-Scuseria41 (TPSS) and the semiempirical Min-
nesota group functional M06-L42 (which has been found to
work well for chemical shieldings43) noting that neither uses
the Laplacian in their functional form.

Model density functional potentials have been designed
for providing a correct asymptotic behavior, another feature
most traditional functionals fail to accomplish. Here, we use
three of these exchange-correlation potentials: the van
Leeuwen and Baerends44 (LB94), the more recent statistical
average of orbital potentials45 (SAOP), and the gradient-
regulated asymptotic correction46 (GRAC-LB) methodolo-
gies. The potentials have been shown to improve upon the
description of response properties, especially excitation
energies and polarizabilities.47-49 We note that SAOP in
particular has been suggested to perform reasonably well for
NMR chemical shifts.50

2. Computational Details

All computations were performed with the Amsterdam
Density Functional (ADF) code,51-53 version 2009.01 (snap-
shot r21439); the self-interaction-corrected calculations were
performed with a modified local version. The polarized
quadruple-� QZ4P Slater-type orbital (STO) basis set54 was
used in all cases unless otherwise noted, with extra diffuse
fit functions added (via the AddDiffuseFit keyword). For a
further improvement in basis set convergence, the gauge-
including atomic orbitals (GIAO) formalism,55-62 was
employed. This is currently not exploitable at the meta-GGA
level within the code used. Therefore, the GIAO corrections
for TPSS and M06-L were taken from the PBE calculations,
simply using the ratio of standard and gauge-origin-corrected
magnetizabilities:

The reader should be aware that the same gauge origin
dependence for PBE and the kinetic energy density incor-
porating meta-GGA’s is only a for the purpose necessary
assumption. We note that in general, gauge-invariance can
be satisfied also within the meta-GGA framework.63

The magnetizabilities were computed perturbationally,
neglecting the current density, using the standard implemen-
tation in ADF22,23,64 for LDA and GGA’s; for details, we
refer the reader to the original papers. We note that here we
only report the mean magnetizabilities from the magnetiz-
ability tensor, and thus, the direction of the magnetic field
does not affect the results. The self-interaction corrections
were computed self-consistently, using the Perdew-Zunger65

(PZ) scheme with the Krieger-Li-Iafrate66,67 (KLI) ap-
proximation of the exact optimized potential15-20 (OEP). The
PZ SIC removes one-electron self-interaction completely and
many-electron self-interaction efficiently.13 The orbitals were
localized using the Boys-Foster procedure,68,69 which has
been found to be suitable in this context.70 GRAC-LB
requires an estimate of the ionization potential; these were
obtained from the National Institute of Standards and
Technology (NIST) Chemistry WebBook. The molecular
geometries were taken from ref 4. Default convergence and
accuracy parameters were used, with the following tighter
exceptions: The integration accuracy parameter was set to
7.5; the self-consistent field (SCF) equations were converged
to a threshold of 10-8 au.

3. Results and Discussion

3.1. Basis Set Convergence. Magnetic properties show
a notoriously slow convergence with respect to basis set size,
due to the gauge-origin issue.71 The use of gauge-including
atomic orbitals (GIAO’s), also known as London atomic
orbitals (LAO’s), alleviates this problem significantly. In this
section, we perform an initial assessment of the basis set
convergence, using both standard Slater-type basis sets and
the GIAO formalism. The computations have been performed
with the SSB-D functional, and four representative molecules
from the benchmark set were chosen: CH2O (formaldehyde),

�(mGGA, GIAO) )

�(mGGA, standard) × �(PBE, GIAO)
�(PBE, standard)
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H2S, LiF, and OCS. The standard basis sets in ADF,54 of
increasing size, were employed: DZ, DZP, TZP, TZ2P,
ZORA-QZ4P. The results are summarized in Table 1.

As can be seen from Table 1, the convergences of the
GIAO calculations are, as expected, much better than for
the standard procedure. For all molecules, the GIAO calcula-
tions appear reasonably converged at the singly polarized
triple-�, TZP level. We also tested the effect of using a
frozen-core approach, where the lowest energy orbitals are
not allowed to change during the SCF. This approach is
unusable when computing magnetizabilities, showing the
importance of core orbitals for this property. With the TZ2P
basis set, the GIAO results for the frozen core approach differ
from the all-electron calculations by 14s33 × 10-30 J T-2

for the four molecules above.
We also assessed the even-tempered ET-QZ+5P basis set

(8s6p3d2f bf’s for C) but experienced problematic linear
dependency issues for some molecules. In general, for
molecules without issues, the GIAO results compared to
QZ4P are very small. The following calculations have been
performed using the QZ4P basis set in connection with the
GIAO formalism. We estimate that the error compared to
the complete basis set limit is roughly (2 × 10-30 J T-2.

3.2. Performance of the Standard Functionals. Lutnæs
et al. included the following molecules in their benchmark
set:4 hydrogen fluoride (HF), carbon monoxide (CO),
nitrogen (N2), water (H2O), hydrogen cyanide (HCN),
hyperfluorous acid (HOF), ozone (O3), ammonia (NH3),
formaldehyde (CH2O), methane (CH4), ethylene (C2H4),
aluminum monofluoride (AlF), methyl fluoride (CH3F),
cyclopropene (C3H4), fluoroacetylene (FCCH), cyanogen
fluoride (FCN), hydrogen sulfide (H2S), methinophosphide
(HCP), formyl fluoride (HFCO), ketene (H2C2O), lithium
fluoride (LiF), lithium hydride (LiH), nitrous oxide (N2O),
carbonyl sulfide (OCS), difluoride monoxide (OF2), ethylene
oxide (H4C2O), phosphorus mononitride (PN), and sulfur
dioxide (SO2). Here, we study the same molecules, using
the original CCSD(T)-optimized structures.

Tables 2 and 3 show the magnetizabilities, as computed
with the different functionals benchmarked here, relative to
the CCSD(T) data. Table 4 summarizes the error statistics;
following Lutnæs et al., we excluded ozone (O3) from the
statistics, due to its complex multireference character, which
renders even the CCSD(T) value of 121.5 × 10-30 J T-2

somewhat unreliable; at the MCSCF level, the magnetiz-
ability has been found to be appreciably lower,72 97.8 ×
10-30 J T-2.

The values for LDA, PBE, and KT2 agree well with the
corresponding values computed by Lutnæs et al., which
shows the expected result that close to the (GIAO) basis set
limit; there is no real difference in performance between
Gaussian- and Slater-type orbitals. Further, we used the
Perdew-Wang30 (PW92) formulation of LDA correlation,
instead of the Vosko-Wilk-Nusair73 (VWN) formulation;
the differences are negligible.

We start by giving an overview of the combined error
statistics for the functionals, after which a more detailed
analysis of representative molecules is provided.

Let us first consider the nonempirical functionals at each
of the three represented rungs of the DFT ladder.74 The
performance of LDA is unsatisfactory, with a mean absolute
relative error (MARE) of 3.7% and a standard deviation from
the benchmark data of 11.5 × 10-30 J T-2. Surprisingly,
PBE, at the next rung, improves the results very weakly, if
at all, as already commented upon in ref 4. PBEsol, tuned
for solids, is actually just as good (or bad). Only at the third
ladder do we see an improvement; TPSS performs quite well
overall, having the smallest errors of all the functionals
without self-interaction correction. We also note the smallest
error, compared to CCSD(T), for ozone. Thus, the added
flexibility of the meta-GGA formulation compared to GGA’s
does seem to capture more of the physics relevant also for
magnetizabilities. This is encouraging, adding to the reper-
toire of the wide range of chemistry and physics, this fully
nonempirical functional has previously been found to perform
well for.75-82

Replacing the standard PBE exchange by OPTX exchange
notably degrades the magnetizabilities; all statistical error
measures of OPBE are worse than those of PBE. The SSB-D
functional, which largely is an interpolation of PBE and
OPBE, shows for magnetizabilities a performance between
those of PBE and OPBE. The MARE of 4.0% is closer to
that of OPBE, while the standard deviation of 9.8 × 10-30

J T-2 is closer to that of PBE. SSB-D, which has been shown
to harvest the “best of both worlds” for other properties, the
worlds being PBE and OPBE, is thus not a clear improve-
ment over either when it comes to magnetizabilities. It is,
however, not worse than its major constituents either,
showing that its parametrization is sound. The performance
of PW91 is very close to that of PBE, as expected due to
their similarity. The magnetizabilities obtained with BP86
are also very similar. Of the GGA’s, KT2 is still the best
performer and together with TPSS the only functional that
exceeds HartreesFock quality.

Table 1. Magnetizabilities (in SI units, 10-30 J T-2) Using Different Basis Sets for Four Molecules, Computed at the SSB-D
Levela

CH2O H2S LiF OCS

bf’s for C normal GIAO normal GIAO normal GIAO normal GIAO

DZ 4s2p -395.2 -124.4 -531.4 -466.8 -394.7 -212.6 -1974.3 -598.6
DZP 4s2p1d -196.1 -117.0 -459.3 -464.0 -343.9 -209.0 -1314.4 -591.6
TZP 5s3p1d -147.4 -112.8 -455.6 -452.3 -262.1 -195.3 -1133.3 -572.0
TZ2P 5s3p1d1f -144.5 -112.1 -454.5 -452.5 -260.5 -195.1 -1115.2 -571.5

frozen core 4s3p1d1f -188.2 -88.1 -454.7 -421.9 -337.5 -181.3 -1495.0 -538.7
QZ4P 7s4p2d2f -110.7 -108.3 -455.3 -456.3 -198.9 -196.5 -640.7 -569.6

a The second column shows the size of the basis set as the number of basis functions for carbon (bf’s for C). Both normal and GIAO
calculations are reported.
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The other meta-GGA studied, the empirical M06-L,
performs quite poorly for magnetizabilities. Of the normal

functionals tested here and in ref 4, it is actually the worst,
with the largest maximum error, largest spread in errors, and
largest mean absolute errors. The parametrization for the
functional thus appears unsuitable for this property. One can
note, however, that for the highly multiconfigurational ozone,
M06-L performs reasonably, being on par with TPSS and
KT2. This suggests the possibility that the true nonlocality
entering, indirectly, via the orbital-dependent kinetic energy
density does capture more of the relevant correlation also
for difficult multireference species. A data set of one
molecule is naturally too small for any conclusions; a more
rigorous study should be performed.

Table 2. Magnetizabilities (in SI units, 10-30 J T-2) for the Lutnæs et al. Benchmark Set4 Using Hartree-Fock (from ref 4),
LDA, and Different GGA Functionalsa

molecule CCSD(T) HF LDA PBE PBEsol OPBE SSB-D KT2 PW91 BP86

HF -176.4 3.7 -4.9 -3.3 -3.7 0.8 0.1 -0.2 -3.1 -2.7
CO -209.5 5.0 3.0 4.4 4.4 10.2 8.8 0.8 4.2 4.9
N2 -205.2 2.4 4.2 6.1 5.9 13.0 11.8 1.0 6.2 6.5
H2O -235.1 3.8 -6.2 -3.2 -4.1 1.7 1.1 0.0 -3.3 -2.6
HCN -271.8 -8.3 6.3 7.6 7.9 17.7 13.6 1.4 7.4 7.6
HOF -235.4 -9.2 6.8 8.6 7.1 11.0 12.2 8.2 9.2 8.2
O3 121.5 459.0 75.0 64.6 67.1 66.8 54.9 19.5 65.9 62.1
NH3 -290.3 2.9 -7.9 -3.0 -4.8 1.3 0.5 -0.4 -2.7 -1.5
CH2O -127.4 -12.1 31.6 22.5 26.3 20.7 19.1 9.3 22.4 19.3
CH4 -316.9 3.2 -12.8 -3.6 -7.8 0.3 1.5 0.5 -3.1 -1.5
C2H4 -345.6 -9.1 14.2 14.8 14.7 20.4 18.9 9.8 15.9 15.0
AlF -394.5 -4.9 -1.4 -2.1 -1.1 1.3 -1.2 1.8 -1.7 0.4
CH3F -315.7 -2.3 0.1 4.4 1.9 5.6 7.9 7.8 5.0 4.1
C3H4 -478.9 0.9 14.2 19.1 16.3 23.0 25.0 21.2 21.7 19.2
FCCH -441.6 -10.6 2.9 4.3 3.3 11.9 9.3 1.4 5.0 3.9
FCN -370.0 -8.0 4.4 5.4 5.0 10.4 8.1 2.7 5.8 5.5
H2S -455.1 2.3 -11.9 -4.4 -7.8 1.3 -1.1 -1.8 -3.3 -2.1
HCP -492.8 -18.7 14.7 13.3 14.9 22.5 19.4 4.3 13.0 13.3
HFCO -307.2 -4.3 10.2 10.2 10.6 13.6 11.5 7.7 10.4 10.9
H2C2O -423.9 -8.7 -4.1 2.2 -1.3 7.1 8.1 1.7 4.4 3.0
LiF -195.5 4.6 -1.1 -0.9 -0.9 2.0 -1.0 -1.2 0.2 -1.9
LiH -127.2 1.9 -8.9 -7.9 -8.5 -8.2 -8.4 -10.0 -8.7 -6.1
N2O -339.1 -3.7 4.4 7.3 -6.3 12.7 11.5 8.5 8.2 6.8
OCS -584.1 -13.4 7.1 9.2 8.4 16.5 14.5 8.0 10.1 9.3
OF2 -247.1 -24.5 27.6 26.8 25.8 27.4 29.2 21.8 27.8 26.1
H4C2O -535.2 -9.6 5.4 11.9 7.9 15.1 16.4 14.2 13.8 12.4
PN -308.2 4.4 23.2 23.7 24.9 33.9 27.7 11.1 23.0 23.4
SO2 -314.3 12.5 19.0 20.4 -4.4 30.3 24.0 17.3 20.5 22.0

a DFT values computed with the QZ4P basis set; values shown are relative to the CCSD(T)/aug-cc-pCV[TQ]Z reference data.

Table 3. Magnetizabilities (in SI units, 10-30 J T-2) for the
Lutnæs et al. Benchmark Set4 Using Different meta-GGA’s
and Model Potentials, Computed with the QZ4P Basis Seta

molecule CCSD(T) TPSS M06-L LB94 SAOP GRAC

HF -176.4 -1.9 2.4 2.3 2.8 -1.1
CO -209.5 -0.4 2.3 25.6 5.3 6.2
N2 -205.2 2.0 6.5 29.7 7.6 8.0
H2O -235.1 -1.1 3.9 2.0 2.6 -0.5
HCN -271.8 -0.3 7.0 29.2 9.0 8.9
HOF -235.4 -0.4 -9.2 18.5 12.0 8.4
O3 121.5 4.5 -25.1 187.6 48.4 59.2
NH3 -290.3 0.1 5.3 -1.3 1.0 -1.8
CH2O -127.4 -5.1 -15.7 46.0 5.8 19.1
CH4 -316.9 0.5 3.2 -11.3 -5.1 -3.4
C2H4 -345.6 -4.8 -5.9 33.9 16.1 14.4
AlF -394.5 -10.2 -15.3 17.5 -8.6 0.7
CH3F -315.7 -8.6 -14.1 1.0 4.8 4.2
C3H4 -478.9 -7.9 -22.0 24.8 18.2 18.4
FCCH -441.6 -16.1 -16.1 21.9 6.5 5.0
FCN -370.0 -9.7 -25.5 23.4 7.3 5.9
H2S -455.1 0.3 0.0 0.5 -5.9 -0.5
HCP -492.8 -2.6 6.0 50.2 8.4 14.1
HFCO -307.2 -8.5 -22.6 27.2 7.3 11.0
H2C2O -423.9 -19.1 -41.1 17.1 0.9 2.1
LiF -195.5 -2.2 -0.4 13.1 2.4 1.5
LiH -127.2 -7.0 -6.2 13.8 -5.0 -1.7
N2O -339.1 -5.4 -22.4 21.4 9.9 6.7
OCS -584.1 -12.0 -42.0 28.2 4.8 8.9
OF2 -247.1 5.4 -18.7 44.6 25.3 26.1
H4C2O -535.2 -10.8 -18.8 10.6 12.5 12.0
PN -308.2 8.9 12.0 62.5 11.5 24.8
SO2 -314.3 0.2 -26.4 50.0 9.7 22.5

a The values are shown relative to the CCSD(T)/aug-cc-
pCV[TQ]Z reference data.

Table 4. Statistical Error Analysis for the Density
Functional Methods Studieda

method ME MAE MaxE MRE MARE SD

Hartree-Fock -3.7 7.2 -24.5 1.1% 2.5% 8.4
LDA 5.2 9.6 31.6 -2.0% 3.7% 11.5
PBE 7.2 9.3 26.8 -2.4% 3.4% 9.5
PBEsol 5.0 8.7 26.3 -1.8% 3.3% 10.3
OPBE 12.0 12.6 33.9 -3.9% 4.4% 10.4
SSB-D 10.7 11.5 29.2 -3.4% 4.0% 9.8
KT2 5.4 6.4 21.8 -1.6% 2.3% 7.3
PW91 7.7 9.6 27.8 -2.5% 3.5% 9.6
BP86 7.5 8.9 26.1 -2.5% 3.2% 8.9
TPSS -4.3 5.6 -19.1 1.3% 1.7% 6.3
M06-L -10.1 13.7 -42.0 2.9% 4.2% 14.8
LB94 22.3 23.2 62.5 -8.1% 8.4% 17.9
SAOP 6.2 8.0 25.3 -2.0% 2.7% 7.5
GRAC 8.1 8.8 26.1 -2.8% 3.1% 8.5

a Hartree-Fock results from ref 4. Mean error (ME), mean
absolute error (MAE), maximum error (MaxE), mean relative error
(MRE), mean absolute relative error (MARE), and standard
deviation (SD) are shown. Except for the relative errors, units are
10-30 J T-2.
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Of the three model potentials studied, the older LB94 is
surprisingly weak. Of all DFT methods studied, it shows the
largest deviations from the reference data. The GRAC-LB
and especially SAOP potentials, on the other hand, perform
quite well. There seems to be, however, no advantage of
using SAOP or GRAC-LB compared to well-performing
standard functionals. Indirectly, it shows that a correct
asymptotic behavior of the potential is not, as such, sufficient
for obtaining good magnetizabilities; this has previously been
noted also for excitation energies.83 It should be noted that
in ref 4 the Coulomb attenuated CAM-B3LYP,84 with
improved asymptotic behavior over the original B3LYP,85,86

did improve magnetizabilities.
The molecules where correlation is most important,

measured as the largest relative errors of HF compared to
CCSD(T), are, in decreasing order, O3 (378%), OF2 (9.9%),
CH2O (9.5%), SO2 (-4.0%), HOF (3.9%), and HCP (3.8%).
One could expect that for these, at least, DFT methods would
outperform HF. We first consider LDA and the GGA’s as
well as the three model potentials for which this is not the
case. For ozone, there is a clear improvement but the errors
in general are still very large at the DFT level. For OF2, the
absolute error is of the same magnitude. It is however
consistently of opposite sign, thus indicating an overcorrec-
tion. This overcorrection is even more serious in the case of
CH2O, where the absolute errors are significantly larger than
for HartreesFock. For LDA and all the GGA’s, these two
molecules are, after O3, the most problematic of the
moderately correlated molecules. For all of these, the triple
excitations are also significant. Coupled cluster with single
and double excitations, CCSD,87 is still in error by 3.3%
(OF2), 3.4% (CH2O), and 39% (O3).4

Nevertheless, problems at the DFT level are also observed
for the molecules where triple excitations are not important.
For SO2, most functionals actually increase the absolute error.
HOF and HCP still exhibit the same trend, with the DFT
functionals providing roughly the same absolute error as HF
but of opposite sign.

The situation changes when investigating the above subset
of molecules at the TPSS level. The very good agreement
between TPSS and CCSD(T) for ozone was already com-
mented on. For the other molecules with an important
correlation contribution, TPSS provides an improvement over
Hartree-Fock that brings the magnetizabilities much closer
to the CCSD(T) reference, with relative errors ranging from
-0.1% (SO2) to 4.0% (CH2O). For all of these molecules,
TPSS also clearly outperforms KT2, which again suggests
that the added completeness in the description of exchange
and correlation at the meta-GGA level is important.

The subset of molecules where the correlation contribution
to magnetizability is very small, 1% or less, consists of C3H4

(-0.2%), H2S (-0.5%), CH3F (0.7%), CH4 (-1.0%), and
NH3 (-1.0%). With the exception of C3H4, all of these are
described quite well by DFT, which suggests that where
exchange only is important DFT does not overshoot the
correlation correction and thus works well. The case of C3H4,
where the HF value is closest to the CCSD(T) reference data,
is special, with DFT errors being quite large, between -3.0%
for LDA up to -5.2% for the GGA’s and model potentials.
TPSS again performs best but is still in error by 1.7%.
Studying the convergence for this molecule in the series HF
f CCSD f CCSD(T) reveals that correlation effects are
present but hidden by the fact that going from CCSD to
CCSD(T) brings the value back toward the HF value. For

Table 5. Magnetizabilities (in SI units, 10-30 J T-2) for the Lutnæs et al. Benchmark Set4 Using SIC-DFT, Computed with
the QZ4P Basis Seta

molecule LDA PBE PBEsol OPBE SSB-D KT2 PW91 BP86 LB94 SAOP GRAC

HF 6.9 4.8 5.3 5.6 3.0 -1.1 5.0 4.3 2.8 8.2 0.7
CO 8.4 2.9 3.9 1.0 0.9 -6.6 3.6 -0.4 1.8 -2.2 -10.9
N2 7.2 1.9 2.8 0.5 1.1 -7.5 2.7 -1.3 -0.7 -3.0 -9.9
H2O 9.3 7.0 7.9 7.9 5.2 1.1 8.2 8.6 5.8 9.2 0.5
HCN 9.4 4.3 5.4 4.2 5.0 -3.6 0.8 5.0 2.4 -0.8 -6.5
HOF 12.2 5.8 7.1 3.5 0.2 -8.0 6.3 4.8 5.3 7.8 4.6
O3 -48.2 -66.4 -66.1 -83.5 -75.9 -89.1 -62.1 -78.7 -95.3 -85.7 -61.9
NH3 10.3 8.4 9.1 9.4 5.4 2.4 8.9 8.3 9.0 7.3 -2.4
CH2O 3.9 -3.2 -1.7 -8.1 -4.7 -9.9 -2.6 -8.0 -9.5 -17.1 -1.8
CH4 4.0 3.3 3.0 3.9 2.6 0.2 3.6 4.7 6.7 -2.8 -9.7
C2H4 17.7 12.1 13.2 10.2 12.0 6.5 13.1 11.1 13.5 8.3 4.3
AlF 21.6 12.3 15.6 9.4 8.2 7.8 13.4 11.6 19.4 3.3 0.5
CH3F 5.2 2.7 3.0 1.7 0.6 -1.6 2.9 3.2 4.8 3.3 4.5
C3H4 17.8 12.1 13.1 10.6 11.9 8.0 13.5 12.1 15.5 8.4 13.8
FCCH 11.9 4.8 6.3 2.7 2.2 -2.8 5.7 2.9 8.5 2.4 0.0
FCN 9.4 2.8 4.1 0.9 -0.5 -6.8 -8.4 -0.1 4.4 -0.9 -5.0
H2S 10.5 6.6 7.3 7.0 2.4 -2.0 7.4 6.6 12.4 -2.0 -2.7
HCP 17.3 6.9 9.5 4.2 5.2 -1.9 8.6 1.3 10.5 -7.4 -13.0
HFCO 9.4 3.3 4.6 1.1 -1.4 -7.6 4.3 0.1 4.8 -4.5 -7.2
H2C2O 4.9 -1.6 -1.1 -5.2 -4.3 -9.5 1.1 -2.2 6.2 -9.2 -6.3
LiF 8.0 5.7 6.4 6.3 3.1 -1.3 6.2 4.2 6.9 8.1 3.3
LiH 9.9 8.9 8.8 7.7 9.2 8.5 9.2 8.0 13.3 2.6 -6.0
N2O 1.5 -4.0 -3.4 -6.0 -6.1 -10.5 -3.0 -6.4 -1.8 -4.2 -3.2
OCS 4.3 -5.3 -3.3 -6.7 -8.5 -15.5 -3.5 -9.6 -1.0 -19.9 -13.7
OF2 23.6 12.1 14.2 5.9 1.0 -11.4 13.2 9.1 7.5 8.6 9.3
H4C2O 16.3 10.9 11.5 9.5 6.7 1.3 12.2 11.3 14.5 8.8 12.0
PN 6.7 -1.9 -0.8 -6.1 -5.8 -18.7 -0.5 -9.2 -3.8 -22.8 -30.3
SO2 4.3 -5.3 -3.5 -8.1 -9.6 -17.0 -2.5 -11.4 -3.3 -23.5 -23.1

a Values are shown relative to the CCSD(T)/aug-cc- pCV[TQ]Z reference data.
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the other “low correlation” molecules, the magnetization
consistently becomes (slightly) more negative when correla-
tion is described more completely in the ab initio series.
Correlation is thus present in cyclopropene (still to a rela-
tively small degree), but its various effects cancel.

Another anomaly that is worth mentioning is LiH. For this
four-electron molecule, the correlation effect is quite small,
-1.5%, and the triples contribution negligible. Despite this,
all functionals, save GRAC-LB, perform poorly. The reason
could be that for LiH, the potential energy surface is very
shallow72 and small changes in geometry, although energeti-
cally insignificant, could have a notable effect on magne-
tizability. Thus, the errors for this molecule could be
somewhat artificial. We discuss this in more detail in the
following section.

3.3. Effect of Self-Interaction Correction. Almost all
contemporary functionals and all functionals studied in the
previous section including the model potentials88 suffer from
an unphysical self-interaction of the electrons. Also, TPSS,
even if it describes the hydrogen atom correctly in this regard,

suffers from many-electron self-interaction,75 an effect more
complicated to quantify than “simple” one-electron self-
interaction.89,90 In this section, we study the influence of
(approximately) removing self-interaction from the standard
functionals considered in the previous section. Table 5 shows
the magnetizabilities computed at the SIC-DFT level, and
Table 6 summarizes the error statistics.

We again start with a general overview of the error
statistics. For SIC-LDA, both the mean error and the mean
absolute error actually increase compared to standard LDA.
The mean absolute relative error is slightly decreased. The
errors become much more systematic, however, with the
standard deviation halved. For all molecules except ozone,
SIC-LDA now provides consistently too positive magnetiz-
abilities.

All of the GGA’s, with one exception, gain a substantial
error reduction from SIC. The standard deviation drops below
6 × 10-30 J T-2 for most functionals and the mean absolute
relative error to around 2%; SIC-SSB-D is now the most
accurate functional, with a MRE of -0.6% and a MARE of
1.6%. The one exception is SIC-KT2, with a performance
almost identical to that of standard KT2. SIC does affect
the KT2 values too, but overall the correction is too large;
the mean error changes from +5.4 × 10-30 to -4.0 × 10-30

J T-2. As the parent functional was already explicitly tuned
for magnetic properties, the increased accuracy observed for
the other functionals is absent.

Of the model potentials, SIC-LB94 performs significantly
better than its parent and is now almost on par with the
GGA’s. Still, there is no advantage in using LB94 over
normal functionals. Neither SIC-SAOP nor SIC-GRAC-LB
represent improvements over their uncorrected versions.

Looking at ozone, we observe a dramatic change when
doing the SIC correction. The magnetizability, at all SIC
levels, is lowered significantly and instead of being much
too positive compared to CCSD(T) becomes not nearly
positive enough. This can be related to the effect that despite

Table 6. Statistical Error Analysis for the
Self-Interaction-Corrected Density Functional Methods
Studied, Computed with the QZ4P Basis Seta

method ME MAE MaxE MRE MARE SD

SIC-LDA 10.1 10.1 23.6 -3.4% 3.4% 5.7
SIC-PBE 4.4 6.0 12.3 -1.5% 2.1% 5.4
SIC-PBEsol 5.5 6.5 15.6 -1.9% 2.2% 5.5
SIC-OPBE 2.7 6.3 10.6 -0.9% 2.0% 5.9
SIC-SSB-D 1.7 4.7 12.0 -0.6% 1.6% 5.7
SIC-KT2 -4.0 6.6 -18.7 1.4% 2.4% 7.2
SIC-PW91 4.8 4.8 13.5 -1.7% 2.2% 5.9
SIC-BP86 2.5 6.1 12.1 -0.8% 2.2% 6.9
SIC-LB94 5.8 7.3 19.4 -1.7% 2.5% 6.7
SIC-SAOP -1.3 7.7 -23.5 0.4% 2.8% 10.0
SIC-GRAC -3.6 7.6 -30.3 1.3% 2.5% 9.8

a Mean error (ME), mean absolute error (MAE), maximum error
(MaxE), mean relative error (MRE), mean absolute relative error
(MARE), and standard deviation (SD) are shown. Except for the
relative errors, units are 10-30 J T-2.

Figure 1. Magnetizability as a function of the bond length relative to the CCSD(T) value of 1.596 Å (red curve) and relative
energy (blue curve), computed at the SIC-SSB-D/QZ4P level.
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its many drawbacks, the self-interaction error present in
standard functionals mimics static correlation, with the effect
that DFT usually works quite well for mild multireference
species; with the SIE removed, this advantageous side effect
also disappears.34,21,91-96

For CH2O and OF2, the two other molecules with a
significant contribution from the triple excitations in wave
function theory, SIC-DFT performs remarkably well, al-
though the description of CH2O is still somewhat lacking.
The exception is again SIC-KT2, where, in effect, only the
sign of the error changes.

For the other molecules in the benchmark set, SIC-DFT
almost consistently reduces the error at the GGA level. A
somewhat surprising exception here is water, for which SIC-
DFT in all cases performs notably worse than uncorrected
DFT. The error for LiH also increases slightly but as
discussed in the previous section could be artificial. Figure
1 shows how the error in magnetizability, compared to the
CCSD(T) reference, evolves with a change of the bond
length, computed at the SIC-SSB-D level, along with the
relative energy. The sensitivity of the magnetizability toward
the bond length is striking: with distortions between -0.05
and +0.05 Å around the equilibrium bond length computed
at CCSD(T) level, the energy difference is minute but the
error in magnetizability drops from 13 to 5.6 × 10-30 J T-2.

Thus, using nonhybrid SIC-DFT, reliable magnetizabilities
are obtainable. SIC-SSB-D provides the best overall perfor-
mance. For self-interaction-corrected condensed matter
studies,97,98 SIC-PBEsol could be a good choice. It would
also be interesting to see how meta-GGA’s would perform
with SIC applied to them. The possibility of a further error
reduction for, e.g., TPSS is appealing.

4. Summary and Conclusions

We studied the performance of several functionals and model
exchange-correlation potentials for magnetizabilities using
the recent high-quality reference set by Lutnæs et al. Of the
standard functionals, without self-interaction correction, we
find that the nonempirical TPSS meta-GGA performs very
well, having a mean relative error (MRE) of only 1.3% and
a standard deviation (SD) of 6.3 × 10-30 J T-2 compared
to the reference CCSD(T) set with a mean value of
magnetizability of -324 × 10-30 J T-2. TPSS correlation
is self-interaction free, and the exchange part is notably more
physically correct in this respect compared to LDA and
GGA’s,75 which with the results of the SIC functionals
presented in this work suggests a reason for the good
performance of this meta-GGA. Pending a rigorous imple-
mentation of gauge-independent magnetizabilities at the
meta-GGA level, the reader should consider the values
reported here somewhat preliminary though. Of the GGA’s,
KT2 performs best. The SSB-D functional exhibits a
performance between that of its major constituents, PBE and
OPBE. The model potentials LB94, SAOP, and GRAC-LB,
designed for providing a correct asymptotic behavior, do not
outperform standard functionals; LB94 performs quite poorly,
and SAOP and GRAC-LB perform no better than normal
functionals.

Correcting for the electron self-interaction present in the
functionals leads to a significant reduction of the errors in
almost all cases. With self-interaction correction, the best
GGA studied here, SIC-SSB-D, provides a MRE of only
-0.6%, a MAE of 4.7 × 10-30 J T-2, and a SD of 5.7 ×
10-30 J T-2. Further, other GGA’s closely follow. Notably,
SIC leads to a significant reduction of the SD at LDA and

Figure 2. Mean errors and standard deviations of magnetizabilities (in SI units, 10-30 J T-2) at different levels of theory. Light-
gray boxes represent uncorrected, self-interaction including functionals; dark-gray boxes self-interaction-corrected (or self-
interaction free) methods. The boxes are centered at the mean error of the method, and the vertical size of the boxes correspond
to the standard deviation, both relative to the CCSD(T)/aug-cc-pCV[TQ]Z reference data from ref 4.
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most GGA levels. Figure 2 summarizes the presented results,
with the mean errors and standard deviations of both the
standard and the self-interaction corrected methods depicted
graphically.

Overall, DFT methods can be used to get reliable mag-
netizabilities. To achieve this level of quality, in addition to
using a suitable functional, a minimum requirement is an
all-electron polarized triple-� quality basis set, employed
within a gauge-independent formalism.

It is perhaps fair to say that magnetizability is a second-
order property not only mathematically, even with its direct
relation to bulk permeabilities and susceptibilities, and to
the spontaneous ordering of molecules in a magnetic field.
This underappreciation is probably partly due to the experi-
mental difficulties associated with the measurement of
magnetizabilities. This could, of course, be seen as an
excellent opportunity for chemical theory and computation
to excel, especially as reliable computations can be performed
at the “pure” DFT level, without costly Hartree-Fock
exchange, as shown here. The good performance of the
nonempirical meta-GGA TPSS and the SIC including GGA’s
and conversely the poor performance of standard DFT
methods further suggest that magnetizability could be used
as a guiding property when designing new density functionals
as it seems to be a quite sensitive measure of a correct
description of the underlying physics and chemistry.
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(55) London, F. Théorie quantique des courants interatomiques dans les
combinaisons aromatiques. J. Phys. Radium 1937, 8, 397–409.

(56) Hameka, H. F. On the nuclear magnetic shielding in the
hydrogen molecule. Mol. Phys. 1958, 1, 203–215.

(57) Ditchfield, R. Self-consistent perturbation theory of diamag-
netism - I. A gauge-invariant LCAO method for N.M.R.
chemical shifts. Mol. Phys. 1974, 27, 789–807.

(58) Wolinski, K.; Hinton, J. F.; Pulay, P. Efficient implementation
of the gauge-independent atomic orbital method for NMR
chemical shift calculations. J. Am. Chem. Soc. 1990, 112,
8251–8260.

(59) Gauss, J.; Ruud, K.; Helgaker, T. Perturbation-dependent atomic
orbitals for the calculation of spin-rotation constants and rotational
g tensors. J. Chem. Phys. 1996, 105, 2804–2812.

(60) Gauss, J.; Stanton, J. F. Electron-Correlated Approaches for
the Calculation of NMR Chemical Shifts. In AdVances in
Chemical Physics, Vol. 123; Prigogine, I., Rice, S.A., Eds.;
John Wiley & Sons: Hoboken, NJ, 2003; pp 355-422.

(61) Krykunov, M.; Autschbach, J. Calculation of origin-indepen-
dent optical rotation tensor components in approximate time-
dependent density functional theory. J. Chem. Phys. 2006,
125, 034102-10.

(62) Krykunov, M.; Autschbach, J. Calculation of optical rotation
with time-periodic magnetic-field-dependent basis functions
in approximate time-dependent density-functional theory.
J. Chem. Phys. 2005, 123, 114103–10.

(63) Maximoff, S. N.; Scuseria, G. E. Nuclear magnetic resonance
shielding tensors calculated with kinetic energy density-
dependent exchange-correlation functionals. Chem. Phys.
Lett. 2004, 390, 408–412.

3310 J. Chem. Theory Comput., Vol. 6, No. 11, 2010 Johansson and Swart



(64) Patchkovskii, S.; Ziegler, T. Improving “difficult” reaction
barriers with self-interaction corrected density functional
theory. J. Chem. Phys. 2002, 116, 7806–7813.

(65) Perdew, J. P.; Zunger, A. Self-interaction correction to density-
functional approximations for many-electron systems. Phys.
ReV. B 1981, 23, 5048.

(66) Krieger, J. B.; Li, Y.; Iafrate, G. J. Construction and
application of an accurate local spin-polarized Kohn-Sham
potential with integer discontinuity: Exchange-only theory.
Phys. ReV. A 1992, 45, 101.

(67) Krieger, J. B.; Li, Y.; Iafrate, G. J. Systematic approximations
to the optimized effective potential: Application to orbital-
density-functional theory. Phys. ReV. A 1992, 46, 5453.

(68) Boys, S. F. Construction of Some Molecular Orbitals to Be
Approximately Invariant for Changes from One Molecule to
Another. ReV. Mod. Phys. 1960, 32, 296–299.

(69) Foster, J. M.; Boys, S. F. Canonical Configurational Interaction
Procedure. ReV. Mod. Phys. 1960, 32, 300–302.

(70) Vydrov, O. A.; Scuseria, G. E. Effect of the Perdew-Zunger
self-interaction correction on the thermochemical performance
of approximate density functionals. J. Chem. Phys. 2004, 121,
8187–8193.

(71) Jensen, F. Introduction to Computational Chemistry; John
Wiley & Sons: Chichester, 1999.

(72) Ruud, K.; Helgaker, T.; Jørgensen, P. The effect of correlation
on molecular magnetizabilities and rotational g tensors.
J. Chem. Phys. 1997, 107, 10599–10606.

(73) Vosko, S. H.; Wilk, L.; Nusair, M. Accurate spin-dependent
electron liquid correlation energies for local spin density
calculations: a critical analysis. Can. J. Phys. 1980, 58, 1200–
1211.

(74) Perdew, J. P.; Ruzsinszky, A.; Tao, J.; Staroverov, V. N.;
Scuseria, G. E.; Csonka, G. I. Prescription for the design and
selection of density functional approximations: More constraint
satisfaction with fewer fits. J. Chem. Phys. 2005, 123,
062201-9.

(75) Staroverov, V. N.; Scuseria, G. E.; Tao, J.; Perdew, J. P.
Comparative assessment of a new nonempirical density
functional: Molecules and hydrogen-bonded complexes.
J. Chem. Phys. 2003, 119, 12129–12137.

(76) Zhao, Y.; Truhlar, D. G. Benchmark Databases for Nonbonded
Interactions and Their Use To Test Density Functional Theory.
J. Chem. Theory Comput. 2005, 1, 415–432.

(77) Furche, F.; Perdew, J. P. The performance of semilocal and
hybrid density functionals in 3d transition-metal chemistry.
J. Chem. Phys. 2006, 124, 044103.

(78) Kanai, Y.; Wang, X.; Selloni, A.; Car, R. Testing the TPSS
meta-generalized-gradient-approximation exchange-correlation
functional in calculations of transition states and reaction
barriers. J. Chem. Phys. 2006, 125, 234104.

(79) Kossmann, S.; Kirchner, B.; Neese, F. Performance of modern
density functional theory for the prediction of hyperfine
structure: meta-GGA and double hybrid functionals. Mol.
Phys. 2007, 105, 2049–2071.

(80) Tao, J.; Tretiak, S.; Zhu, J. Performance of a nonempirical
meta-generalized gradient approximation density functional
for excitation energies. J. Chem. Phys. 2008, 128, 084110.

(81) Johansson, M. P.; Lechtken, A.; Schooss, D.; Kappes, M. M.;
Furche, F. The 2D-3D transition of gold cluster anions
resolved. Phys. ReV. A 2008, 77, 053202.

(82) Johansson, M. P.; Patzschke, M. Fixing the Chirality and
Trapping the Transition State of Helicene with Atomic Metal
Glue. Chem.sEur. J. 2009, 15, 13210–13218.

(83) Lehtonen, O.; Sundholm, D.; Send, R.; Johansson, M. P.
Coupled-cluster and density functional theory studies of the
electronic excitation spectra of trans-1,3-butadiene and trans-
2-propeniminium. J. Chem. Phys. 2009, 131, 024301-13.

(84) Yanai, T.; Tew, D. P.; Handy, N. C. A new hybrid exchange-
correlation functional using the Coulomb-attenuating method
(CAM-B3LYP). Chem. Phys. Lett. 2004, 393, 51–57.

(85) Becke, A. D. Density-functional thermochemistry. III. The
role of exact exchange. J. Chem. Phys. 1993, 98, 5648–5652.

(86) Lee, C.; Yang, W.; Parr, R. G. Development of the Colle-
Salvetti correlation-energy formula into a functional of the
electron density. Phys. ReV. B 1988, 37, 785–789.

(87) Purvis, G. D., III; Bartlett, R. J. A full coupled-cluster singles
and doubles model: The inclusion of disconnected triples.
J. Chem. Phys. 1982, 76, 1910–1918.

(88) Della Sala, F.; Görling, A. The asymptotic region of the Kohn-
Sham exchange potential in molecules. J. Chem. Phys. 2002,
116, 5374–5388.

(89) Mori-Sánchez, P.; Cohen, A. J.; Yang, W. Many-electron self-
interaction error in approximate density functionals. J. Chem.
Phys. 2006, 125, 201102–4.

(90) Vydrov, O. A.; Scuseria, G. E.; Perdew, J. P. Tests of
functionals for systems with fractional electron number.
J. Chem. Phys. 2007, 126, 154109–9.

(91) Polo, V.; Kraka, E.; Cremer, D. Some thoughts about the
stability and reliability of commonly used exchange-correlation
functionals - coverage of dynamic and nondynamic correlation
effects. Theor. Chem. Acc. 2002, 107, 291–303.

(92) Cremer, D.; Filatov, M.; Polo, V.; Kraka, E.; Shaik, S. Implicit
and Explicit Coverage of Multi-reference Effects by Density
Functional Theory. Int. J. Mol. Sci. 2002, 3, 604–638.
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Abstract: For a given choice of fragmentation of a molecule, Partition Density Functional Theory
(PDFT) provides fragment densities that add up to the correct molecular density, and produce
thesin principle exactsmolecular energy. Using a simple model system of a heteronuclear
diatomic molecule, we investigate the transferability of the resulting PDFT fragment densities
by examining how their shapes and dipoles are preserved as the environment changes, and
compare with other partitioning schemes. Our results show that (1) the transferability of PDFT
densities is about an order of magnitude higher than that of real-space partitioning schemes,
and (2) the PDFT dipoles are about an order of magnitude more transferable than Hirshfeld
dipoles in regions of chemical relevance.

1. Introduction

Partition Density Functional Theory (PDFT), introduced in
refs 1, 2 and summarized in the next Section, is a method
for calculating molecular properties from Kohn-Sham
calculations on isolated fragments. This method was born
from the union of the Partition Theory of ref 3 and
Kohn-Sham Density Functional Theory.4 One of the
outcomes of a molecular PDFT calculation is a set of
fragment densities that can be taken as a convenient
alternative to the various definitions of “atoms-in-molecules”
(AIMs) proposed over the years by many authors.5-8 These
are useful to define formal charges, local dipoles, and as
conceptual tools to understand chemical reactivity.9,10 In
addition, they are also useful computational tools. For
example, as we explain in the next section, the first step in
a PDFT calculation for the ground-state energy of a molecule
requires knowledge of a set of densities that add up
approximately to the correct molecular density. One could
use isolated-atom densities, but the closer the sum of these
densities is to the correct molecular density, the faster the
convergence of the PDFT equations (at convergence, the
resulting fragment densities add up in principle to the exact
molecular density).

Like other fragment-based computational methods,11 the
appeal of PDFT lies in its promise to allow for electronic-

structure calculations that scale linearly with system size.12

It is thus desirable that the fragment densities be as
transferable as possible, in the sense that once obtained for
a given system, they can be used effectively as the starting
point for efficient electronic-structure calculations on other
systems.

Our purpose in this work is to study the transferability of
PDFT densities. We explore in detail a model system where
all quantities can be obtained exactly for different partitioning
schemes, compare them with each other, and reveal this way
some of the key differences in transferability that are likely
to appear in typical applications of AIMs. The model system
we study is the same that was recently solved analytically
in ref 13. At least in this model of a heteronuclear diatomic
molecule, we find that the PDFT densities are significantly
more transferable than those arising from other popular
schemes. We also show that the PDFT dipoles are in a sense
more chemically meaningful than those given by competing
methods.

2. Self-Consistent Density Partitioning

An analogy between KS-DFT and PDFT provides a good
way to explain the essence of PDFT.1 Consider the simplest
real-life example of interacting electrons, the He atom, and
the simplest real-life example of interacting fragments, the
H2
+ molecule. In KS-DFT, the ground-state density of He is

expressed as the sum of two densities, i.e., those of the two
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particles composing the fictitious Kohn-Sham system of
noninteracting electrons. Similarly, in PDFT, the ground-
state density of the H2

+ molecule is given by the sum of two
densities: those of the two fragments composing a fictitious
system of noninteracting fragments. In KS-DFT, there is a
global potential Vs(r) shared by the two noninteracting
electrons. In PDFT, there is a global partition potential Vp(r)
shared by the two noninteracting fragments.

The method works like this: First, we choose a way to
fragment the system, that is, assign the nuclei into different
fragments. Examples of binary fragmentation have been
worked out,2,13 where each atom of a diatomic molecule
constitutes in itself a fragment. But a fragment in a molecule
could well be a set of atoms characterizing a functional group
in organic molecules, or whole amino acids in proteins, or
nucleotides in DNA, etc. The number of fragments Nf into
which one wishes to partition the molecule plays a role that
is analogous to that of the number of electrons N in DFT.
Denoting the molecular 1-body potential as V(r), it is
decomposed as V(r) ) ∑R)1

Nf VR(r), where VR(r) is the Rth

-fragment potential. Fragment R contains NR electrons, not
necessarily an integer (e.g., example of H2

+ above, where
NR ) 0.5), but N ) ∑R

NfNR is obviously an integer. To
correctly treat noninteger numbers, we obtain the fragment
energy ER via the two-component ensemble of Perdew, Parr,
Levy, and Balduz14 (PPLB):

where pR is the lower bordering integer of NR, so: NR ) pR

+ νR, and 0 < νR < 1. The energy ER[npR] is that of a system
of pR electrons in the presence of the external potential VR(r)
for fragment R.

The fragment densities {nR(r)} are then obtained by
minimizing the total fragment energy Ef ) ∑RER subject to
the constraints that N ) ∑R

NfNR, and that n(r) ) ∑RnR(r), the
total density. Such constrained minimization needs two
Lagrange multipliers: the chemical potential µ to guarantee
satisfaction of the number constraint, and the partition
potential Vp(r) to guarantee satisfaction of the density
constraint. Like the chemical potential, Vp(r) is a global
property of the system - the same for all fragments. Like
the Kohn-Sham potential, it is a local potential for the
electrons within each fragment, and it is “the” potential that
yields the set of {nR} adding to the true interacting molecular
density. In fact, the fragment density nR(r) is the ensemble
ground-state density for NR electrons in the external potential
VR(r) + Vp(r) (for the important proof of uniqueness of Vp(r),
see ref 15 where Vp(r) was termed a “reactivity potential”).

Since we do not know the total density n(r) in advance, a
practical scheme is needed. To that end, the partition energy
Ep is defined as the difference between the exact energy E
and the fragment energy Ef:

This is analogous to defining the Hartree-exchange-
correlation energy EHXC in KS-DFT as the difference between
the exact energy and the sum Ts[n] + ∫drvext(r)n(r) (non-
interacting kinetic energy plus energy due to external

potential). The analogy continues: just like practical KS-DFT
calculations rely on approximations to EHXC as a functional
of the ground-state density, the success of PDFT will
ultimately rely on the quality of approximations of Ep as a
functional of the set of fragment densities {nR}. The partition
potential is given by δEp[{nR}]/δnR(r), for any fragment R.
Thus, approximating Ep[{nR}] as a functional of the set of
fragment densities leads to a definite prediction for Vp(r),
which in turns yields a unique set of {nR(r)}, and therefore
a prediction for the total molecular density and total fragment
energy (from which the true ground state energy E ) Ep +
Ef is deduced).

In principle, any electronic-structure method could be used
in conjunction with the scheme above to solve for the
fragment densities and energies. The connection with
Kohn-Sham DFT was derived in ref 1. Here, since we deal
with a model system13 whose partition potential and fragment
densities can be obtained analytically, numerical self-
consistent calculations are not needed. Our goal is to study
the transferability of fragments obtained via exact PDFT,
and compare it with that of other density-partitioning
schemes.

In the next Section we define the transferability measures
to be used, and in Section 4 we provide a direct comparison
between the different methods.

3. Shape Transferability

Rigorous discussions on the mathematical foundation of
transferability can be found in ref 16. Here we use an
intuitive definition for the transferability of molecular proper-
ties. Given a recipe to calculate a molecular property PM for
a molecule M from the set of fragment densities {nR

M(r)},
and the set of their centers of gravity {rRM}, we say that a
fragment � common to two different molecules M and M′
is P-transferable from M to M′ if using n�

M in place of n�
M′

leads via the same recipe to a value of P that is “close
enough” to that of PM′. For example, we discuss below the
case of µ-transferability, where the recipe to calculate the
dipole moment µ is as follows:

The Rth-dipole is measured with respect to an origin placed
at RR

M,

For reasons that are made clear in the first paragraph of
Section 4.5, we focus here on shape transferability, where
rather than testing the adequacy of n�

M(r) for predicting
properties of M′, we test the adequacy of the shape
function17,18

where N�
M is the number of electrons of fragment � in

molecule M, not necessarily an integer. The degree of
µ-transferability of fragment � is thus measured by the
smallness of:

ER ) (1 - νR)ER[npR
] + νRER[npR+1] (1)

Ep[{nR}] ) E[n] - Ef[{nR}] (2)

µM ) ∑
R

(µR
M - RR

MNR
M) (3)

µR
M ) ∫ dr nR

M(r - RR
M)r (4)

g�
M(r) ≡ n�

M(r)/N�
M (5)
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We shall also compute

which is a measure of the density transferability of fragment
� from M′ to M.

4. Comparison

Out of the many existing partitioning schemes, we choose
four that do not rely on the use of basis functions. The first
two split the density in real space, yielding nonoVerlapping
“atomic” densities (Bader7 and Voronoi8). The last two, by
contrast, yield oVerlapping densities (Hirshfeld6 and PDFT1).
We apply the four schemes to a simple model system of a
heteronuclear diatomic molecule where all quantities can be
obtained analytically. Our model consists of two noninter-
acting electrons moving in one dimension in the presence
of two attractive δ-function potentials of strengths - ZA and
- ZB, with 0 < ZB < ZA, a distance |RA - RB| ≡ R apart.
This model was explored in detail in ref 13, where its
relevance for understanding electron localization upon dis-
sociation was discussed. When ZA ) 1.05 and ZB ) 0.95,
the true ionization energy of lithium hydride (0.3 a.u.) is
obtained for R ) 2 a.u. Although the model is admittedly a
caricature of the LiH molecule, it nevertheless retains some
of the essential elements of real closed-shell heteronuclear
diatomic molecules: 2 nuclei with different effective charges
(one slightly higher than 1, the other slightly less than 1), 2
active electrons, a permanent dipole moment, density cusps
at the nuclei, and exponential decay of the density at large
distances, with a decay constant determined by the ionization
energy of the most electronegative atom. We therefore expect
our comparison to be meaningful for real heteronuclear
diatomic molecules.

Since there are two electrons, the total molecular density
is given by:

where the molecular orbital ψ(x) has the piecewise expression:

The wavenumber κ is given by the solutions of the
transcendental equation:

and the constants C, D, F, and G are given explicitly in the
Appendix in terms of κ, ZA, ZB, and R.

We now propose one-dimensional versions that capture
the main features of the four partitioning schemes, and apply
them to our model system:

4.1. Bader. Bader’s Atoms-in-Molecules scheme7 uses
zero-flux surfaces to partition the entire space. These are
defined as the surfaces through which the divergence of the
electron density ∇n(r) has no flux. In one-dimensional
systems, the dividing “surfaces” collapse to points where
dn(x)/dx ) 0. Bader’s A-fragment density in our model
system is thus identical to n(x) for all x less than xBader ≡(1/
2κ)ln (F/D), and zero otherwise:

The left panel of Figure 1 compares this fragment density
(solid line) with an isolated atom density when the choice
of parameters is such that n(x) is almost symmetric, having
F ≈ D and therefore xBader ≈ 0.

4.2. Voronoi. In this scheme, the atomic basins are
bounded by planes perpendicular to the interatomic bonds.
According to the original proposal of Voronoi,19 the dividing
planes should be located at the midpoints of the interatomic
bonds, but a modified version8 puts them at a distance RA

)(XA/(XA + XB))R from nucleus A, where R is the distance
between nuclei A and B, and the XA,B’s are the van der Waals
radii of atoms A and B. In our one-dimensional model, since
the nuclear radii are ill-defined, we locate the dividing
“planes” at distances RA )(ZB/(ZA + ZB))R instead, where
ZA and ZB are the nuclear charges. Voronoi’s A-fragment
density is then identical to n(x) for all x less than xVoronoi ≡
R[ZB/(ZA + ZB) - 1/2]:

The second panel of Figure 1 shows this density for a
choice of parameters such that ZB/(ZA + ZB) ≈ 1/2, and
therefore xVoronoi ≈ xBader.

4.3. Hirshfeld. The one-dimensional version does not
require any modification of Hirshfeld’s original proposal.6

Here, the Rth -fragment density nR(x) is found by multiplying
the molecular density n(x) by a weight function wR(x) given
by the ratio nR

0(x)/n0(x), where nR
0(x) is the density of fragment

R when truly isolated, and n0(x) ) ∑RnR
0(x). For our model

system, the truly isolated A-atom density is the simple
exponential nA

0(x) ) ZAe- 2ZA|x+R/2|, so

The third panel in Figure 1 shows how nA
Hirshfeld extends

over all space (solid line), and resembles nA
0(x) (dotted line).

4.4. PDFT. We applied the method as described in
Section 2. The A-fragment density was found analytically
in ref 13. It is conveniently expressed as follows:

where �(x) is an auxiliary polar-angle function given by:

∆µM′fM
� ) ∫ dr N�

Mr[g�
M′(r - R�

M) - g�
M(r - R�

M)]

(6)

DM′fM
� ) ∫ dr (N�

M)2[g�
M′(r - R�

M) - g�
M(r - R�

M)]2

(7)

n(x) ) 2|ψ(x)|2 (8)

ψ(x) ) {Ceκ(R/2+x), x < -R/2

Deκx + Fe-κx, -R/2 E x E R/2

Geκ(R/2-x), x > R/2

(9)

(κ - ZA)(κ - ZB) ) e-2κRZAZB (10)

nA
Bader(x) ) {n(x), x < (1/2κ) ln(F/D)

0, otherwise
(11)

nA
Voronoi(x) ) {n(x), x < R[ZB/(ZA + ZB) - 1

2]
0, otherwise

(12)

nA
Hirshfeld(x) ) n(x)[1 +

ZB

ZA(exp(-2ZA|x + R
2 |)

exp(-2ZB|x - R
2 |))]-1

(13)

nA
PDFT(x) ) n(x)(1 + sin 2�(x))/2 (14)
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The values for the constants �A, �B, R1, and R2 are
provided in the Appendix.

The right panel in Figure 1 shows nA
PDFT(x) when ZA )

1.005, ZB ) 0.995, and R ) 1.65. The distortion of the PDFT
fragment density with respect to the isolated-atom density
equals that of Hirshfeld’s to first-order in ∆Z ≡ ZA - ZB.
However, to higher orders of ∆Z, the differences will prove
important, as we discuss next.

4.5. “Atomic” Densities and Dipoles. It is clear from
Figure 1 that Bader and Voronoi densities belong to a
different family than those of Hirshfeld and PDFT. The
overlapping densities (Hirshfeld and PDFT) resemble atomic
densities, but differ from them in a meaningful way. It might
seem at first sight from Figure 1 that the Hirshfeld and PDFT
schemes yield identical densities, but careful examination
shows that the PDFT density of the most electronegative
atom (A in this case) exhibits a slower decay in the bonding
region (range 0 < x < 1 in Figure 1). Interestingly, since all
atomic dipoles vanish as R f ∞, these subtle differences
are large enough to determine the sign of the dipole at large
but finite R.

Figure 2 shows the electronic dipole moment for the
A-fragment (1d-version of eq 4) as a function of inter-
“nuclear” separation R. Chemically, it makes sense to expect
the sign of µA to be positive for all R. Indeed, as the negative
charge density on the A-atom is pulled by the unscreened
positive charge on the B-atom, the fragment density for the
A-atom becomes asymmetric. There is more negative charge
on the right-hand side of the A-nucleus than on the left. So,
a chemically reasonable fragment density for the A-atom
should be expected to exhibit a positive dipole at all
internuclear separations. PDFT is the only scheme that
satisfies this (see upper panel in Figure 2). The slower decay
of nPDFT(x) compared to nHirshfeld(x) in the bonding region,
hardly visible in Figure 1 (the effect is second order on ∆Z),
is in fact crucial to determine the “correct” sign of the dipole
moment at large R, where Hirshfeld’s becomes negative. We
use quotes for correct because the fragment dipole is of
course not measurable at finite R. The Bader and Hirshfeld
dipoles switch sign at R ≈ 1.4 and 2.2 respectively, and the
Voronoi dipole is always negative. The lower panels in
Figure 2 show the actual A-fragment densities at small and
large R, explaining the observed sign of µA.

We make two more points based on Figure 2: (1) The
densities from overlapping schemes preserve their atomic-
like shapes even for very small Rs. This is achieved partly
because at small internuclear separations, the B-atom con-
tributes significantly to the molecular density at the position
of the A-nucleus; (2) For large values of R, because of its
slower decay in the bonding region, the PDFT density for
the A-atom runs closer than Hirshfeld’s to the exact
molecular density.

4.6. n-Transferability. When ∆Z is changed for fixed R,
the fragment densities change in a way that can be understood
by examining two separate effects: change of shape, and
change of number. As R f ∞, only the number effect is
important (for A) because n(x) becomes equal to the sum of
two purely atomic densities containing noninteger numbers
of electrons. At truly infinite separation, the 2 electrons sit
close to the most electronegative atom (A), and the density
becomes equal to twice the density of the 1-electron A-atom
(since electrons are not interacting in our model). At small
R, however, charge transfer is less important. For example,
when ∆Z is changed from 0 to 10-4 the B-atom retains more
than 99% of its single electron for all separtions lower than
R ) 5. The main effect then is a change of shape. It is thus
convenient to separate the two effects, as indicated in Section
3, eqs 6 and 7.

Figure 1. Comparison of A-fragment densities for four different density-partitioning schemes applied to the 1dAB model with
∆Z ) 10-2, Zj ) 1, and R ) 1.65. The dotted lines show the isolated-atom density: ZAe-2ZA|x+R/2|.

�(x) ) {�A, x < -R
2

�A + R1(R2 - e-2κx

De(2κx) + F), -R
2
E x E

R
2

�B, x > -R
2

(15)

Figure 2. Top panel: Fragment dipole eq 4 for the A-atom
as a function of inter”nuclear” separation when ZA ) 1.05,
and ZB ) 0.95. Bottom panels: Density of A-atom from the
four different schemes when R ) 0.5 (left) and R ) 3.0 (right).
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To that end, we first take the same densities of Figure 1,
extract their shapes (eq 5), and multiply them by the number
of electrons that the A-atom would have had in a molecule
defined by the same value of ZA but different ZB and R (this
number obviously changes from scheme to scheme). Figure
3 compares the renormalized and shifted A-density of M′
(the new ‘molecule’) with that of M (the original “mol-
ecule”). Clearly, for the set of parameters chosen in Figure
3, the PDFT and Hirshfeld densities are more transferable
than those obtained by nonoverlapping schemes. We confirm
this is true for any choice of parameters by plotting D
(defined in eq 7) for fixed ∆Z as a function of R (left panel
of Figure 4) and for fixed R as a function of ∆Z (right panel
of Figure 4). Similar behavior was observed for all choices
of R and ∆Z. We note that the slopes dD/dR and dD/d∆Z
around the reference point that defines the molecule M (R
) 1 in the left panel of Figure 4) are more than an order of
magnitude smaller for the overlapping than for the nonover-
lapping schemes (better seen in the insets), proving the much
higher transferability of Hirshfeld and PDFT densities over
those based on real-space cutoff procedures. Interestingly,
the PDFT scheme is superior to Hirshfeld’s in terms of dipole
transferability, as we show below.

4.7. µ-Transferability. We now fix ZA ) 1.05, ZB ) 0.95,
and R ) 2.0, a chemically reasonable bond length for this
model. The exact molecular dipole is -0.71073 a.u. Table
1 shows the values obtained under the 4 different schemes
when ZB is lowered to 0.9 (keeping ZA fixed), and the shape
of the new fragments is employed to estimate the dipole of
the original molecule. The difference with the exact dipole
is given by the 1-dimensional version of eq 6 (column 2 in
Table 1). Clearly, for R ) 2, the PDFT densities are the
most µ-transferable. Lastly, Figure 5 plots ∆µM′fM )
∑R∆µM′fM

R as a function of R. PDFT averages over the two
nonoverlapping schemes, and does better than Hirshfeld’s
for all separations larger than ∼1. In fact, in this window of

internuclear separations, both nonoverlapping schemes show
better dipole-transferability than Hirshfeld’s. This can be
understood in the following way. When decreasing ZB for
fixed ZA, the change of the molecular density close to nucleus
A is a change of number of electrons more than shape. This
is exactly true when Rf ∞, and approximately so for finite
R. The change of the molecular density close to B, however,
is both of number and shape, since the decay of the density
is governed by ZA far from both nuclei. Not having the
flexibility to reverse this change of shape upon resizing is
the main source of error of nonoverlapping schemes. The
error has a negative sign at large distances, indicating that

Figure 3. Fragment densities for the A-atom when ZA ) 1.005 and: solid lines: ZB ) 0.995, and R ) 1.65; dotted lines: ZB )
0.895, and R ) 1.80. These have been shifted and renormalized to test shape transferability (see text).

Figure 4. Density transferability as measured by DM′fM ) ∑RDM′fM
R , eq 7, for the four schemes, when: Left: the reference

molecule M′ corresponds to R ) 1, with ∆Z ) 0.1, and the tested molecules M have the same value of ∆Z but different R ’s;
Right: the reference molecule has R ) 1 and ∆Z ) 1, and the tested molecules M have the same value of R but different ∆Z
’s.

Table 1. Error for Molecular Dipole when R ) 2 from the
Four Partitioning Schemesa

µM ∆µM′fM error (%)

Bader -0.68315 0.02758 3.8
Voronoi -0.73175 -0.02103 -2.9
Hirshfeld -0.81283 -0.10210 -14.4
PDFT -0.70912 0.00161 0.2

a ZA is fixed to 1.05 and ZB lowered from 0.95 to 0.90 (see
text).

Figure 5. Transferability of the dipole moment as measured
by ∆µM′fM ) ∑R∆µM′fM

R , eq 6. Here, ZA ) 1.05 and ZB changes
from 0.95 for M to 0.90 for M′.
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too much density leans toward the more electronegative
nucleus A, understandably. Why is Hirshfeld’s error so much
larger? When multiplied by the actual molecular density
corresponding to the lower value of ZB, the isolated-atom
density used as a weighting function in Hirshfeld’s scheme
shifts too much density toward A (right panel in Figure 6).
After resizing (i.e., multiplying by a number larger than 1
to get the correct occupation of fragment B for the higher
value of ZB, while keeping the shape of the lower value),
this leads to a molecular dipole that is much too negative,
effectively squaring the error as compared to nonoverlapping
schemes.

5. Conclusions

The results obtained for a simple model of a heteronuclear
diatomic molecule highlight some of the advantages of the
recently proposed Partition Density Functional Theory1-3

over other density-partitioning schemes. First, the PDFT
fragment-densities are more transferable than those of
nonoverlapping schemes such as Bader’s and Voronoi’s.
Second, the resulting PDFT dipoles are better adjusted to
chemical intuition, at least in our model system.

We emphasize that PDFT is not simply a method to
partition the density of a molecule. In fact, all molecular
properties are encoded into each fragment density, and can
be decoded from any of them. When connected to KS-DFT,
refs 1 and 2 show how to extract the exact molecular ground-
state energy via self-consistent calculations on the PDFT
fragments. There is no obvious a priori reason to expect the
PDFT fragment densities to be more transferable than those
obtained by other density-partitioning methods. But the
results reported here indicate that the shapes of the PDFT
fragments are special. They are more transferable than the
shapes obtained via other popular methods, either overlapping
or nonoverlapping. It will be very interesting to see if the
same conclusion holds for real molecules, so we are working
on this. If the answer is positive (and we do not see why the
picture should change qualitatively for real diatomics), then
PDFT fragment densities have a bright future. On the one
hand, they will be preferred as starting densities for improv-
ing convergence of fragment-based computational methods.11

On the other hand, they will find good use in many branches
of computational chemistry, from QM/MM applications to
novel linear-scaling algorithms.

One of the slow steps of PDFT calculations as currently
implemented is the simultaneous calculation of the occupa-

tion numbers {νR} that minimize the partition energy, eq 2.
These are of course an important output of a PDFT
calculation. But when the main interest is not to compute
formal charges, but to calculate molecular energies ef-
ficiently, an interesting possibility suggested here is that the
approximate shape of the PDFT fragment densities can be
found first for a fixed set of {νR} (e.g., by imposing integer
occupations), and then, simpler population analysis methods
can provide occupation numbers to be used in conjuction
with PDFT to yield approximate molecular energies.

Acknowledgment. Acknowledgment is made to the
Donors of the American Chemical Society Petroleum
Research Fund for support of this research under Grant No.
49599-DNI6. Y.Z. would like to thank Jing Zhu and Qi Wei
for discussions on Mathematica programming.

Appendix

All calculations were accomplished with the Mathematica
program.20 To guarantee high precisions, analytical expres-
sions or symbolic operations were involved when available.

The model system constists of two non-interacting elec-
trons under the potential

where ZA > ZB > 0. The analytical solution of the 1-d
Schrödinger equation with the potential above is shown in
eq 9, where

For convienence, an auxiliary polar-angle function �(x)
is introduced.13 In eq 15, �A is the solution of the trigono-
metric equation

and

where

and

Figure 6. Comparison of the B-densities obtained by PDFT
(left) and Hirshfeld (right) when R ) 2, ZA ) 1.05 and ZB is
lowered from 0.95 (thin) to 0.90 (dashed). The solid line shows
the full molecular density corresponding to the higher value
of ZB.

V(x) ) -ZAδ(x + R/2) - ZBδ(x - R/2) (16)

D ) eκR/2(1 - ZA/κ)C

F ) e-κR/2(ZA/κ)C

G ) eκR(κ - ZA

ZB
)C

C ) √2κ{ZA(κ - ZA)

ZB(κ - ZB)(1 +
ZB

2

κ
2 ) -

e-2κRZA
2

κ
2

+

2ZA

κ
[1 + 2R(κ - ZA)]}-1/2

(17)

K1 cos(2�A) - K2 cos[2(�A + K1K3 cos(2�A)] ) 0
(18)

�B ) �A + K1K3 cos(2�A) (19)

K1 ) -ZAC2

K2 ) -ZBG2

K3 ) 1
2κD(eκR/2

C
- e-κR/2

G )
(20)
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So the charge on atom B is

where ψ(x) is defined in eq 9. For all the details of the
derivation of the equations above, and for explicit expressions
for the partition potential Vp(x), please see the Appendix of
ref 13.
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Abstract: A systematic investigation of two approximate self-interaction corrections (SICs),
Perdew-Zunger SIC and Lundin-Eriksson SIC, and the local-density approximation (LDA) is
performed for a model Hamiltonian whose exact many-body solution and exact LDA are known.
Both SICs as well as LDA are applied in the calculation of ground-state energies, ground-state
densities, energy gaps, and impurity densities of one-dimensional Hubbard chains differing in
size, particle number, and interaction strength. The orbital-dependent potentials arising from
either SIC are treated within the optimized-effective potential method, which we reformulate for
the Hubbard model. The delocalization tendency of LDA is confronted with the localization
tendency of SIC. A statistical analysis of the resulting data set sheds light on the role of SIC for
weakly and strongly interacting particles and allows one to assess the performance of each
methodology.

1. Introduction

Density-functional theory (DFT)1-3 is advancing at a rapid
pace, driven by the demand of ever more accurate electronic-
structure calculations. To meet this demand, ever more
sophisticated density functionals are being constructed. A
simultaneous, and often contradictory, demand is the ap-
plicability to larger and more complex systems, met by
computational and methodological advances in the imple-
mentation of density functionals. In this context, the test,
comparison, and implementation of different approximate
density functionals in well-controlled environments is of
crucial importance. This Article provides such a comparison
for the case of orbital-dependent self-interaction corrections
(SICs), using as theoretical laboratory an exactly solvable
model system whose exact many-body ground-state energy
and density are known, the one-dimensional Hubbard
model.4,5 This model is known to display a crossover from
weak to strong interactions, accompanied by increasing
electron localization.6,7 We here specifically investigate the
role self-interaction corrections play on each side of this
crossover.

This Article is organized as follows: In section 2.1, we
describe two different self-interaction corrections, Perdew-
Zunger SIC and Lundin-Erikson SIC. In section 2.2, we
introduce the one-dimensional Hubbard model, and in section
2.3 we discuss the implementation of the orbital-dependent
self-interaction corrected functionals by means of the opti-
mized-effective potential (OEP) method for the Hubbard
model. In section 3, we report results from a statistical
analysis of hundreds of calculations of ground-state energies,
ground-state densities, energy gaps, and impurity-site densi-
ties, always in comparison with the exact results for the
many-body Hamiltonian. Section 4 contains our conclusions.

2. Background

2.1. Self-Interaction Error and Self-Interaction Cor-
rections. One electron does not interact with itself. Simple
as it is, this fact is at the heart of much trouble in many-
body and electronic-structure theory. Traditional density
functionals, such as the local density approximation
(LDA), local spin-density approximation (LSDA), and
generalized-gradient approximations (GGAs), as well as
many more recently developed functionals, such as hybrids
and meta GGAs, do have a spurious self-interaction error* Corresponding author e-mail: klaus.capelle@ufabc.edu.br.
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(SIE), and as a consequence predict a nonzero interaction
energy even for a single electron.8 Consequences of the
SIE of approximate functionals are multifarious and
include wrong asymptotics of approximate exchange-
correlation (XC) potentials, energy gaps, ionization ener-
gies, electron affinities, and transition-metal magnetic
moments.

A very successful proposal for a self-interaction correction,
made in 1981 by Perdew and Zunger (PZ),9 is

where nσ(r) ) Σk
occnkσ(r), nkσ(r) ) |�kσ(r)|2, and �kσ(r)

are single-particle orbitals. In PZSIC, the SIE is subtracted
on a orbital by orbital basis. Evidently, for a one-electron
density Exc

PZSIC[n(1)] ) -EH[n(1)], so that the one-electron
SIE (1-SIE) is completely removed from the energy
functional.

The PZSIC functional depends explicitly on the partial
(orbital) densities nkσ(r) and, through these, on the orbitals
�kσ(r). Therefore, its minimization with respect to nσ(r)
must employ the optimized-effective potential (OEP)
method or one of its simplifications.10-14 In practice,
however, the functional is usually minimized only with
respect to the orbital densities nkσ(r), because the deriva-
tive of the PZ energy functional with respect to nkσ(r) can
be calculated directly. The resulting orbital-specific (i.e.,
k-dependent) effective single-particle potential is

We note that this potential depends on the orbital it acts
on, but is constructed from the density of all orbitals. The
PZSIC approach, simplified by minimizing with respect
to orbital densities instead of the spin densities, has been
very successful in removing the one-electron SIE in
solids.15 Results from proper minimization with respect
to the densities, by means of the OEP, have also been
reported for atomic16,17 and molecular systems.18-22

PZSIC has become so popular that frequently the ab-
breviation SIC is used as synonymous with PZSIC, but it
has been repeatedly noted that the PZ proposal is not the
only possibility for removing the SIE.23-27

An innovative proposal for an alternative self-interaction
correction was put forward in 2001 by Lundin and
Eriksson (LE).27 The LE proposal attempts to construct
an effective potential that, when acting on the orbital of
one electron, is constructed only from the density of the
other orbitals. In practice, this is done by introducing an
orbital-specific effective potential that is determined by
subtracting from the full density n(r) the partial density
of the orbital the potential acts on:27-29

where the step from eq 4 to eq 5 exploits the linearity of
the Hartree potential, and eq 6 is the definition of Vxc, kσ

LESIC.
In this way, the approximate effective potential acting on
a given orbital, Vs, kσ

LESIC(r), is constructed only from the
density arising from the other orbitals. Clearly, for a one-
particle system, this approach also correctly zeroes the
one-electron SIE (1-SIE) contribution to the effective
potential.

The LE proposal for a corrected effective potential is
accompanied by a similar expression for the exchange-
correlation energy:27,30

We note in passing that the change from LESIC to PZSIC
can be affected by substituting

and

in the XC energy density and potential of former. For the
Hartree potential, the substitution VH[n - nkσ] f VH[n] -
VH[nkσ] is an identity.

In the original LE work,27 it was argued that the LE
approach should be superior to the PZ approach because it
removes the SIE of the potential, which, according to the
original work, remains in the PZ approach. It has been
objected31 that the LE proposal cannot be right because it
would even correct the hypothetical exact functional, for
which the PZ approach correctly reduces to zero. While we
agree with this objection as a matter of principle, we feel
that in practice the key issue is not only what the correction
does to the hypothetical exact functional, but also what it
does to the actually available approximate functionals. If such
functionals were consistently improved by a correction, few
workers would refrain from using this correction in practice,
only because it overcorrects the hypothetical exact functional.

Interestingly, there are hints in the literature that ap-
proximate XC functionals do indeed benefit more from
LESIC than from PZSIC. Novak et al.28 compare the
performance of LSDA, LSDA+PZSIC, and LSDA+LESIC
in the calculation of hyperfine parameters and find that
LESIC significantly improves agreement with experiment,
relative to PZSIC. (Terra et al.29 also reported a successful
application of LESIC to hyperfine parameters.) In a separate

Exc
PZSIC[nv, nV] ) Exc

approx[nv, nV] - ∑
k

occ

∑
σ)v,V

(EH[nkσ] +

Exc
approx[nkσ, 0]) (1)

Vs,kσ
PZSIC(r) ) Vext(r) + VH[n](r) + Vxc,σ

approx[nσ, nσ̄](r) -
VH[nkσ](r) - Vxc,σ

approx[nkσ, 0](r)
(2)

):Vext(r) + VH[n](r) + Vxc,kσ
PZSIC[nσ, nσ̄](r) (3)

Vs,kσ
LESIC(r) ) Vext(r) + VH[n - nkσ](r) +

Vxc
approx[nσ - nkσ, nσ̄](r) (4)

)Vext(r) + VH[n](r) - VH[nkσ](r) + Vxc
approx[nσ - nkσ, nσ̄](r)

(5)

):Vext(r) + VH[n](r) + Vxc,kσ
LESIC[nσ, nσ̄](r) (6)

Exc
LESIC[nv, nV] ) -∑

k

occ

∑
σ)v,V

EH[nkσ] +

∑
k

occ

∑
σ)v,V

∫ dr3 nkσ(r)exc
approx[nσ - nkσ, nσ̄](r) (7)

exc
approx[nσ - nkσ, nσ̄] f exc

approx[nσ, nσ̄] - exc
approx[nkσ, 0] (8)

Vxc
approx[nσ - nkσ, nσ̄] f Vxc,σ

approx[nσ, nσ̄] - Vxc,σ
approx[nkσ, 0] (9)
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study, Friis et al.32 compared density distributions predicted
for the Mg crystal with experimental electron diffraction data
and observed that LESIC produces better core and valence
densities than PZSIC.

The available data are too limited, however, to already
conclude that LESIC is definitely superior, in practice, to
PZSIC, in particular because, as a matter of principle, LESIC
cannot be correct. It therefore becomes an important task to
systematically investigate the performance of both ap-
proaches. This Article is a first step toward this task,
providing a systematic analysis of the performance of PZSIC,
LESIC, and LDA in a well-controlled model system whose
exact solution is known, the one-dimensional Hubbard model.

2.2. The Hubbard Model. The Hubbard model4,5 (HM)
is one of the most important models in quantum mechanics.
In one dimension, and in second-quantized notation, the HM
is defined as

where L is the number of sites, t represents the amplitude
for hopping between neighboring sites, U is the local (on-
site) interaction, and Vi is a local external potential acting
on site i. Frequently, Vi is taken to be zero, but here we
include this term explicitly to describe spatial inhomogene-
ities, such as impurities. Occupation of each site is limited
to two particles, necessarily of opposite spin. Like-spin
particles do not interact in the most common form of the
model. The HM is a minimal model accounting for the
competition between itineracy and localization of electrons.
While it is widely used in solid-state physics to describe
metallic and insulating phases of correlated solids, it may
also be considered a special case of the PPP model
occasionally used in quantum chemistry.33

The basic Hohenberg-Kohn and Kohn-Sham theorems
of DFT hold for the HM too, once the density n(r) is replaced
by the on-site occupation number:34,35

In terms of this variable, local-density and spin-density
approximations for Hubbard chains and rings have been
constructed36-38 and can be employed in the usual way.

What makes this model attractive as a theoretical labora-
tory for DFT is that its exact many-body solution is known
in the thermodynamic limit (L f ∞, n(i) ) n ) N/L )
const),39 and an exact numerical solution is possible for small
systems (up to L ≈ 14 on a workstation, for arbitrary density
distributions n(i)). As a consequence of the availability of
the exact solution for the infinite homogeneous system, the
exact LDA is known too.40 Moreover, a complete basis
consists of two spin-orbitals per site, so that we can always
work at the basis-set limit. Another welcome feature, which
we will exploit below, is that the model allows one to
continuously vary the interaction strength both in the exact
and in the DFT calculations, which simulates the behavior

of weakly and strongly interacting systems in ab initio
calculations.

We stress that the Hubbard model, when used in this spirit,
is a theoretical laboratory for many-body quantum mechan-
ics, not a simplified description of a real system. In particular,
the values of U and E and the corresponding wave functions
need not be derived from the Wannier orbitals obtained from
an ab initio calculation of a real system.

2.3. Optimized Effective Potential Method. Formally,
the local orbital-independent XC potential corresponding to
a given approximation to Exc[nσ, nσj] is given by

where the continuous spatial argument (r) from section 2.1
has been replaced by the discrete site label i.

For orbital-dependent functionals Exc
orb[{�kσ[n]}], a common

multiplicative potential for all orbitals can be generated by
means of the OEP method,10 whose equation for discrete
Hubbard chains reads

where

and the barred quantities are defined as

and

The terms t̂s, εkσ, and �kσ(i) stand for the single-particle
kinetic energy operator and the OEP-type Kohn-Sham (KS)
eigenvalues and orbitals, respectively.

The preceding equation can be applied directly to the
PZSIC functional to generate the corresponding KS potential.
In the case of the LESIC functional, however, an additional
ambiguity arises, because the LE energy expression (7) is
constructed in analogy to eq 6, but its functional derivative
with respect to either nσ(r) or nkσ(r) is not the LE XC
potential in eq 6. Rather, the LE energy and potential are
separate constructions.

Consequently, there are (at least) two possibilities to
construct a local multiplicative Kohn-Sham potential for
the LE approach. One is to apply the OEP to the orbital-
dependent LE energy functional (7), in complete analogy to

Ĥ ) -t ∑
i,σ

L

(ciσ
† ci+1,σ + H.c.) + U ∑

i

L

civ
†civciV

†ciV + ∑
i,σ

L

Viciσ
† ci,σ

(10)

n(r) ) ∑
σ

nσ(r) f n(i) ) ∑
σ

nσ(i) ) ∑
σ

〈ciσ
† ciσ〉 (11)

Vxc,σ
approx[nσ, nσ̄](i) )

δExc
approx[nσ, nσ̄]

δnσ(i)
(12)

Vxc,σ
OEP[nσ, nσ¯](i) )

1
2nσ(i) ∑

k

Nσ

{nkσ(i)[Vxc,kσ[nσ, nσ¯](i) +

Vjxc,kσ
OEP [nσ, nσ¯] - Vjxc,kσ[nσ, nσ¯]] -

�kσ(i)t̂s∆kσ* (i) + ∆kσ* (i)t̂s�kσ(i)} + c.c.
(13)

∆kσ* (i) ) - ∑
m(m*k)

L �mσ* (i)

εkσ - εmσ
∑
j)1

L

�kσ* (j)[Vxc,kσ[nσ, nσ̄](j) -

Vxc,σ
OEP[nσ, nσ̄](j)]�mσ(j) (14)

Vjxc,kσ
OEP [nσ, nσ̄] ) ∑

i)1

L

nkσ(i)Vxc,σ
OEP[nσ, nσ̄](i) (15)

Vjxc,kσ[nσ, nσ̄] ) ∑
i)1

L

nkσ(i)Vxc,kσ[nσ, nσ̄](i) (16)
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what is done for the PZ energy functional (1). This requires
differentiating the LE energy functional with respect to the
partial densities to generate the corresponding orbital-
dependent potential. We refer to this approach as LESIC(E)
to emphasize that it makes use of the LE proposal for the
energy and derives the XC potential from that.

Alternatively, we can formally introduce a second, hypo-
thetical, LE energy functional, say Exc

LESIC-h[nσ, nσj], such that
its derivative with respect to the partial densities is the LE
potential (6). In practice, this hypothetical energy functional
need not be known explicitly, because all that is required to
solve the KS equation is to substitute the orbital-specific
potential (6) in the OEP equation to generate a common KS
potential for all orbitals. This is the prescription followed,
for example, in the study of discontinuities of the time-
dependent XC potential via SIC calculations.41 Once the KS
orbitals and densities have been obtained, we then follow
the original LE proposal and calculate the energy correction
from eq 7. This implementation is referred to as LESIC(V),
to emphasize that it makes use of the LE proposal directly
for the potential.

Either procedure formally eliminates the key feature of
the LE correction that the potential acting on a given
orbital is constructed only from the density of the other
orbitals, because by construction the OEP delivers a
common multiplicative potential for all orbitals. However,
the feature is implicitly preserved by the OEP, because
the resulting Kohn-Sham potential self-consistently pro-
duces the orbitals and densities that minimize the LE
energy Exc

LESIC or Exc
LESIC-h, respectively.

3. Results

In this section, we compare the two self-interaction correc-
tions LDA+PZSIC and LDA+LESIC (in its two flavors E
and V), and the uncorrected LDA functional, using the OEP
method of eq 13 to deal with the orbital-specific PZ and LE
potentials. All calculations are done for finite chains of
different lengths L, particle numbers N, and interaction
strengths U. Variation of these parameters for each combina-
tion of methodology produces thousands of data, which we
analyze statistically by reporting average errors, specifically
defined for each observable. These observables are the
ground-state energies (section 3.1), ground-state densities

(section 3.2), energy gaps (section 3.3), and impurity-site
densities (section 4).

3.1. Ground-State Energies. We start by evaluating the
total ground-state energy. For each data set (see below), the
accumulated deviation between approximate and exact results
is measured by means of the percentage average error defined
as

where Eexact
j refers to numerically exact many-body energies

for the same set of model parameters. NS is the number of
systems in the data set.

Our results are summarized in Figure 1 and Table 1. The
figure compares the average error defined in eq 17 as a
function of interaction strength U, ranging from the nonin-
teracting system U ) 0, over weakly U ≈ 2t, moderately U
≈ 6t, to strongly U ≈ 10t interacting systems. For each value
of U, our sample consists of Ns ) 37 chains of different
sizes, particle number, and densities (L ) 3, 4, 5,...14 and N
) 2, 4, 6,...10, with N/L < 0.85). All systems have Vi ) 0
(no impurities) but are spatially inhomogeneous due to the
density modulations arising due to the boundaries.

First, comparing both SICs, we find that LDA+PZSIC
consistently performs better than LDA+LESIC(V) and
LDA+LESIC(E). To permit a better visualization, the scale
on the vertical axis of the two figures is not the same, but
the values of the average error are directly comparable and

Figure 1. Average error in the ground-state energy, as defined in eq 17, for LDA and for LDA corrected by the Lundin-Eriksson
(in its two flavors, V and E) and Perdew-Zunger self-interaction corrections, relative to the exact many-body ground-state energy.
NS ) 37 systems are considered at each U/t.

Table 1. Average Error in the Ground-State Energy, As
Defined in Eq 17, Separately for Weakly and for Strongly
Interacting Systems (Columns 1 and 2) and for All
Investigated Systems (Column 3)a

U/t ) 1...5 U/t ) 6...10 U/t ) 1...10

NS: 185 259 444

LDA 0.8264 2.3301 1.5782
LDA+LESIC(V) 5.3011 10.0576 7.6794
LDA+LESIC(E) 5.2954 10.0508 7.6731
LDA+PZSIC 1.6388 1.4104 1.5246

a Entries in boldface are the best in each column (interaction
regime).

AE ) 100

∑
j)1

NS

|Eapprox
j - Eexact

j |

∑
j)1

NS

|Eexact
j |

(17)
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leave little doubt about the superiority of PZSIC energies
for these systems.

Next, we note that for weakly interacting systems (where
the physics is dominated by the kinetic energy term, and
the particles are delocalized), LDA alone is actually better
than LDA+PZSIC and LDA+LESIC. Of course, both SICs
remove the self-interaction error of the LDA also in this
regime, but they are not exact themselves, and thus introduce
other errors. For weak interactions, it does not pay to correct
a small error by a correction introducing larger ones. For
stronger interactions, the particles start to localize, the SIE
becomes more important, and its removal by PZSIC improves
the total energies considerably. The crossover between the
error curves occurs around U ≈ 5t. The separation in these
two regimes is a rather gratifying result to obtain, as U ≈ 5t
is known to mark the region where the Hubbard model
crosses over from weakly to strongly interacting systems,
and the electrons become increasingly localized.6,7 The
performance of PZSIC is clearly related to this crossover,
which is a signature of strong correlation. In fact, in
retrospect, one could have predicted that the electrons in the
Hubbard model start to localize around U ≈ 5t simply by
comparing the relative performance of LDA and LDA+PZSIC
as a function of U.

In this context, numerical evidence of electronic localiza-
tion is obtained by calculation of the double occupation (D)
factor, which, for any system j, is defined as the expectation
value of the interaction energy divided by U:

where the second equality arises from the Hellman-Feynman
theorem. In general, Dj measures the probability of a site to
be doubly occupied as a function of U. For up to half-filled
bands and any repulsive U, a ground-state D > 0 indicates
that the particles are spread over various sites. Under these
circumstances, D approaches zero as U/t f ∞, indicating
maximum localization. Considering our previous sample of
NS ) 37 systems, we evaluate the average value of Dj:

Results are summarized in Figure 2.
First, the comparison of both SICs indicates that LESIC

(in its two flavors) tends to overlocalize the electrons,
reducing the average value of D. This trend to localize
strongly agrees with similar observations in the original LE
work.27 The LDA functional, on the other hand, tends to
enforce double occupation and delocalize the electrons,
resulting in more accurate results for weak interactions. By
contrast, the LDA+PZSIC approach overlocalizes particles
up to U ≈ 3t. For stronger values of U, the LDA+PZSIC
functional crosses the exact curve and becomes superior to
LDA, yielding localized states whose double occupation

curve is closer to the exact one. These conclusions are
reinforced by the inset, which compares the percentual
deviations of LDA and LDA+PZSIC. We note that localiza-
tion is mainly driven by the onsite interaction, with electrons
behaving like noninteracting spinless fermions as U/t f ∞.
The transition from LDA to LDA+PZSIC further localizes
the electrons, reducing the spurious self-interaction, which
favors delocalization.

To make this division in two distinct regimes clearer, we
report in Table 1 the average error for each regime, that is,
sum not only over systems with different size and particle
number, but also over those with interaction strengths in the
indicated range. The lowest average error in each regime is
printed in boldface. Clearly, for weakly interacting systems,
LDA does best. For strongly interacting systems, on the other
hand, LDA+PZSIC wins. Overall, that is, considering the
average error over all considered systems regardless of the
value of U, LDA+PZSIC is the best combination among all
methodologies tested here. Turning to a comparison of the
different flavors of LESIC among each other, we note that
the LDA+LESIC(E) and LDA+LESIC(V) approaches,
despite their different starting points, give very similar results.

3.2. Ground-State Densities. Next, we turn to ground-
state densities. To quantify the average error of these
quantities, we sum for each system (labeled by j) and for all
sites (labeled by i) the local absolute deviation between exact
and approximate densities and express the resulting error as

where Lj labels the total number of sites i composing each
system j. Considering the same set of systems that we have
considered for the total ground-state energies, the results for
the average error in the ground-state densities are summarized
in Figure 3 and in Table 2.

From Figure 3a we first note that uncorrected LDA
performs better than any of the SICs and that LDA+PZSIC
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Figure 2. Average double occupation, as defined in eq 19,
for exact diagonalization, LDA, and for LDA corrected by
LESIC and PZSIC. NS ) 37 systems are considered at each
U/t. Inset: Average percentual deviations with respect to the
exact data.
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is better than LDA+LESIC(E) and LDA+LESIC(V). The
relation between the various curves is rather different from
what it was for the energies; in particular, there is no
crossover between LDA and LDA+PZSIC.

Upon closer investigation of the exact and approximate
density profiles, one finds that the LDA densities are closer
to the exact ones than the SIC ones mostly at the borders of
the chains, where the densities are reduced due to the
presence of the boundary, and consequently the SIE is
reduced too. At the central site (of systems with odd number
of sites L, where a central site is well-defined), the SIC
density is also substantially worse than the LDA one.
Therefore, we additionally calculated the average errors after
eliminating the boundary sites, as well as the central one.
The result is shown in Figure 3b and clearly displays a
crossover between LDA and LDA+PZSIC for sufficiently
large values of U, just as was found for the total energies.
We conclude that PZSIC densities are worse at the surface
of the systems and at their geometric center, but that this
local behavior has little effect on the global energies, which
are dominated by the other sites.

For LDA+LESIC(V) and LDA+LESIC(E), on the other
hand, even exclusion of these critical sites has no beneficial
effect, and both continue to perform worse than uncorrected
LDA for all U. We believe that this is an intrinsic problem
of the LESIC (not due to the OEP-like implementation),
because it is reproduced also in other implementations: in

unpublished calculations, we implemented LESIC via the
GAM, Slater, and KLI approximations to the OEP equa-
tion,10 as well as through globally and locally scaled self-
consistency.42 The behavior of LESIC is consistently worse
than that of PZSIC, in any of these different modes of
implementation. The same applies even for post-LDA
calculations of total energies. The explanation is probably
that LESIC overcorrects the LDA functional in the sense
that it would even “correct” the exact functional.

Table 2 summarizes these discussions by displaying the
average error separately for weak and strong interaction, as
well as for all interactions, with and without elimination of
boundary and central sites.

3.3. Energy Gaps. Besides the ground-state energy itself,
the calculation of energy differences is also of interest
because there is no guarantee that the trends we identified
for energies will survive cancellation upon forming the
difference. For this reason, we also evaluate the fundamental
energy gap, defined as

where E(N, L) labels the ground-state energy of a N electron
system with L sites. Our data set comprises sytems with L
) 4, 6, 7,...14 sites, which for N ) 2, 4, 6, 8, 10 (with N/L
< 0.85) displays a band gap due to the system boundary,
and for U > 0 and N/L ) 1.0 with periodic boundary
conditions (so that n ) 1 on all sites) features a Mott gap.
Previous work37 already demonstrated that the Bethe-
Ansatz LDA functional we use for the Hubbard model
properly accounts for the Mott gap in homogeneous systems
and provides a reasonable approximation to it in inhomo-
geneous systems. Here, we inquire whether the description
of inhomogeneous systems is further improved by self-
interaction corrections.

Similarly to the previous cases, we measure the average
error in the gap by

Figure 3. Average error in the ground-state density, as defined in eq 20, for LDA and for LDA corrected by LESIC and PZSIC,
relative to the exact many-body ground-state density. (a) NS ) 37 systems are considered at each U/t; (b) NS ) 17 systems are
considered at each U/t.

Table 2. Average Error in the Ground-State Density, As
Defined in Eq 20, Separately for Weakly and for Strongly
Interacting Systems (Columns 1 and 2) and Jointly for All
Investigated Systems (Column 3)a

U/t ) 1...5 U/t ) 6...10 U/t ) 1...10

NS: 185 259 444

LDA 3.0830 7.2373 5.1602
LDA+LESIC(V) 5.5745 10.36087 7.9676
LDA+LESIC(E) 5.4191 10.0873 7.7532
LDA+PZSIC 4.3526 8.4551 6.40381
NS: 80 112 192
LDA 2.4536 5.6875 4.0706
LDA+LESIC(V) 3.8683 7.1997 5.5340
LDA+LESIC(E) 3.7070 6.9978 5.3524
LDA+PZSIC 2.8523 5.5571 4.2047

a Entries in boldface are the best in each column. First group of
data: complete statistics, including all sites. Second group of data:
reduced statistics after exclusion of the border and central sites.
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for the approximate and exact energy gap Eg
j of each system

j. Results are shown in Figure 4. In this section, we employ
post-LDA implementations of the SIC functionals instead
of following the OEP procedure, which converges very badly
when N/L ) 1.0.

For both the band gap and the Mott gap, LDA+PZSIC is
vastly superior over LDA+LESIC for all values of U. For
simplicity, we therefore do not show LESIC data in the
figures. Interestingly, the PZSIC results, although better than
the LESIC ones, perform consistently worse than uncorrected
LDA for all U. Unlike for total energies, there is no crossover
between LDA and LDA+PZSIC curves even for large values
of U. Because LDA+PZSIC yields the more accurate
individual total energies, this improved performance for
energy differences must be due to error cancellation upon
subtraction, as frequently occurs within LDA.

Interestingly, comparison of both panels of Figure 4 clearly
shows that the advantage LDA has over LDA+PZSIC is

much smaller for Mott insulators than for band insulators.
This behavior is consistent with our previous findings, as in
the Mott insulator the particles are more localized, LDA
energies become worse, SIC energies become better, and the
advantaged LDA derives from error cancellation is reduced.

In the LDA calculations, spin-symmetry is never broken.
In the SIC calculations described so far, we explicitly
enforced spin symmetry for systems with odd total particle
number, by fractionally occupying the highest up and down
orbitals. Alternatively, we can also permit the system to break
spin symmetry, by placing the last electron completely in
the highest orbital of one spin (say up). The resulting system
displays an incorrect magnetization, but lower total energies
and a much improved band and Mott gaps, as displayed in
the starred (green) curves in Figure 4. For the band insulator,
this improvement is enough to overcome the gain LDA
obtained from error cancellation and transform PZSIC into
the best performing functional, at the expense, however, of

Figure 5. Error in the ground-state energy of the attractive impurity system, as defined in eq 23, relative to the exact many-
body ground-state energy.

Figure 4. Average error in the energy gap, as defined in eq 22, for LDA and for LDA corrected by PZSIC (via post-LDA
implementation), relative to the exact fundamental energy gap. The starred (green) data refer to calculations with broken spin
symmetry (bss).
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wrong spin densities. This is the same tendency known from
ab initio applications of PZSIC.9

3.4. Ground-State Energies and Densities in the
Presence of a Local Impurity. So far, we have investigated
chains without any additional external potentials. An interest-
ing complementary analysis consists of considering systems
with local impurities. Because of the very large number of
possible variations of system parameters (which now include
location, concentration and strength of the impurities), we
here do not perform a statistical analysis, but rather a case
study, limiting us to consider a few typical situations.
Nevertheless, we consider different average densities N/L
because the value of U that characterizes the crossover from
weak to strong interactions can slightly depend on the
average density.

As a function of the interaction U, the results are shown
in Figures 5-8, in which we plot the percentual absolute
error with respect to the exact results, defined as

for the ground-state energy and

for the density at the impurity site. As our sample, we take
N ) 4, with L ) 11, 13, and 15. First, we place an attractive
impurity of magnitude Vimp ) -1.0t at the central site. This
potential favors electron localization at the impurity site and
competes with the local repulsive interaction U. In a separate

set of calculations, we consider a repulsive impurity of
magnitude Vimp ) 1.0t, also at the central site. Contrary to
the attractive case, the repulsive impurity favors delocaliza-
tion of electrons. By comparing both cases, we can thus
analyze and assess the effects of the LDA and SIC on the
delocalization and delocalization of electrons, respectively.

For the attractive impurity, considering either energies or
densities, we see from Figures 5 and 6 a crossover between
LDA and LDA+PZSIC whose precise location depends on
the average density N/L. Again, no crossover is seen for
LDA+LESIC(V) and LDA+LESIC(E). For our sample of
systems, we find that the smaller is the average density, the
smaller becomes the interaction U for which LDA+PZSIC
starts to produce better results than uncorrected LDA. This
is in accordance with the expectation that strong correlations
are not only characterized by large values of U but also by
low densities, and also with similar trends observed in
calculations not using DFT.7

In Figure 6d, where we plot the density at the impurity
site, we note the same tendency of electronic localization
already seen in Figure 2: both LESIC approaches tend to
strongly overlocalize electrons, PZSIC somewhat overlocal-
izes, while LDA overly delocalizes.

In the repulsive impurity case, depicted in Figure 7, our
previous conclusions for the ground-state energies still hold.
There is a clear crossover between LDA and LDA+PZSIC,
which depends on the average density. On the other hand,
for the densities at the impurity sites we see from Figure 8
that the uncorrected LDA surpasses all alternative ap-
proaches, for all values of U and N/L. This is because the
repulsive impurity tends to delocalize the electrons, thus

Figure 6. (a-c) Error in the ground-state density at the attractive impurity site, as defined in eq 24, relative to the exact many-
body ground-state density. (d) Number of electrons Nimp at the impurity site.
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producing a situation in which the LDA is more reliable.
Nevertheless, for ground-state energies, which are obtained
from the densities of all sites of the Hubbard chain,
LDA+PZSIC still delivers more accurate results in the
strongly interacting regime.

4. Conclusions

We performed self-consistent calculations for the one-
dimensional Hubbard model within the LDA and two orbital-
dependent self-interaction corrections, in various implemen-

Figure 7. Error in the ground-state energy of the repulsive impurity system, as defined in eq 23, relative to the exact many-
body ground-state energy.

Figure 8. (a-c) Error in the ground-state density at the repulsive impurity site, as defined in eq 24, relative to the exact many-
body ground-state density. (d) Number of electrons Nimp at the impurity site.
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tations, and analyzed their performance by means of statistical
comparison to the numerically exact many-body solution of
the same model. Several trends emerge from this analysis:

(i) For the weakly interacting systems, the benefit of an
approximate SIC is overcompensated by the intrinsic errors
of the approximation. Uncorrected LDA here works best,
for all investigated quantities and systems.

(ii) For more strongly interacting situations, correcting the
SIE is important, but of the investigated corrections only
PZSIC systematically improves on the LDA ground-state
energies. Although it yields the most accurate total energies,
PZSIC does not improve fundamental energy gaps, for which
LDA benefits from substantial error cancellation, unless spin
symmetry is allowed to break, in which case PZSIC becomes
superior.

(iii) Despite their differences in the treatment of the
potential, LESIC(E) and LESIC(V) produce quite similar
results and are consistently worse than all other tested
approaches, for energies and densities.

(iv) The crossover between the regimes where PZSIC
worsens and improves on LDA is characterized by increasing
localization. Its precise position as a function of interaction
strength depends on the average density N/L. PZSIC turns
out to be beneficial for lower densities and stronger interac-
tions. The relative performance of LDA and LDA+PZSIC
energies is found to be a clear indicator of the crossover
between weak and strong correlations, and the comcomitant
localization, in the Hubbard model.

(v) Conclusions iii and iv also apply to ground-state
densities, however, only if one ignores the densities right at
the borders and at the central site of the systems, where
PZSIC performs rather badly. If these sites are included, the
accumulated (over all sites) error of the LDA densities is
smaller than that of the LDA+PZSIC (and LDA+LESIC)
densities for all investigated systems.

(vi) For impurity systems, the delocalization tendency of
LDA sharply contrasts with the localization tendency of SIC.
For attractive impurities, which favor electron localization,
SIC performes better than LDA. On the other hand, for
repulsive impurities, favoring electronic delocalization, LDA
yields more accurate results than SIC. This shows that the
performance of each functional is directly tied to the degree
of localization, regardless of whether this localization is
driven by particle-particle interactions or by external
potentials.

Naturally, these conclusions may have been biased by the
choice of the Hubbard model as theoretical laboratory. The
disadvantages of such choice, on the other hand, are largely
compensated by the availability of an exact many-body
solution as a benchmark, of the exact LDA,40 and by the
absence of any problems due to finite basis sets or due to
experimental uncertainties.

Other aspects of SIC, such as the asymptotic behavior of
the potential of finite systems, cannot be addressed within
the Hubbard model and require separate analysis. It remains
to be seen if the superiority of PZSIC remains unchallenged
by extension of these investigations to other corrections,
implementations, and classes of systems, as well as in the
study of systems of noninteger electron numbers. Similarly,

the important issue of the many-electron SIE43-46 requires
separate investigation.
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Abstract: Electrostatic effects are often the dominant component of intermolecular interactions,
but they are often modeled without accounting for charge penetration effects due to the finite
extent of electronic orbitals. Here, we propose a new scheme to include charge penetration
effects in electrostatic modeling, and we parametrize it and illustrate it by employing the
electronically embedded combined quantum mechanical and molecular mechanical (QM/MM)
method. It can also be extended to other molecular modeling approximations that include
electrostatic effects. The method, which is based on introduction of a single parameter for each
element, is simple in concept and implementation, modest in cost, and easily incorporated into
existing codes. In the new scheme, the MM atomic charge density of an atom in a molecule is
represented by a screened charge rather than by a point charge. The screened charge includes
a point charge for the nucleus, core electrons, and inner valence electrons, and a smeared
charge for the outer valence electron density, which is distributed in a Slater-type orbital
representing the outer part of the atomic charge distribution such that the resulting pairwise
interactions are still analytic central potentials. We optimize the exponential parameters of the
Slater-type orbitals for 10 elements, in particular H, C, N, O, F, Si, P, S, Cl, and Br, to minimize
the mean unsigned error (MUE) of the QM/MM electrostatic and induction energies with respect
to the Hartree-Fock electrostatic energies and the sum of induction and induction-exchange
energies calculated by symmetry-adapted perturbation theory (SAPT). The resulting optimized
exponential parameters are very physical, which allows one to assign parameters to all nonmetal
elements (except rare gases) with atomic number less than or equal to 35. For a test set of
complexes, the improved description of MM charge densities reduces the error of electrostatic
interactions between QM and MM regions in the QM/MM method from 8.1 to 2.8 kcal/mol and
reduces the error of induction interactions from 1.9 to 1.4 kcal/mol.

1. Introduction

The combined quantum mechanical and molecular mechan-
ical (QM/MM) method is a useful tool to model large and
complex systems.1-5 It has been widely used in modeling
complex molecules, condensed-phase chemistry, materials,
and homogeneous, enzymatic, and heterogeneous catalysis.
The electronically embedded QM/MM approach, in which
interactions between QM electrons and MM partial charges
are added as one-electron integrals into the QM Hamiltonian,

allows the polarization of the QM electron density by the
MM environment; therefore, it is a more accurate embedding
scheme than mechanical embedding, in which such polariza-
tion is neglected.6 The electrostatic interactions between the
QM and MM regions are usually written as:

where qA are the MM point charges; the indices i and R run
over all QM electrons and nuclei, respectively; and riA and
RRA are the distances between the QM electrons and the MM* Corresponding author e-mail: truhlar@umn.edu.

HQM/MM
el ) -∑

i,A

qA

riA
+ ∑

R,A

ZRqA
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point charges and the distances between the QM nuclei and
the MM point charges, respectively.

The use of MM partial atomic charges as point charges at
the positions of the nuclei, as in eq 1, is a very popular way
to parametrize the electrostatics in molecular modeling, and
it is sometimes called the distributed monopole approxima-
tion. However, an MM point charge need not be a good
model for the electron density of the MM subsystem. Four
possible improvements can be considered, in particular, the
addition of higher-order multipole contributions at each
nuclear center,7-9 the use of off-nuclei point charges,10,11

the inclusion of penetration effects,12-14 and the treatment
of additional quantum mechanical effects associated with the
distributed charge distribution.15-27 In a general way, the
first three approaches all account for the same effect, namely,
that the actual electron density has more structure than a
collection of point charges. The distributed multipole method
accounts for the asymmetry of the charge distribution of an
atom in a molecule, the use of off-nuclei charge centers
accounts for both asymmetry and finite orbital extent, and
the penetration modeling accounts for finite orbital extent.
One can include both higher multipole moments and
penetration effects,20,28-30 but in the present study, we
concentrate solely on the penetration effects. This has the
advantage that we retain the radial, pairwise functional form
for the contribution of each atom to the molecular electro-
static potential. The fourth approach is beyond the present
scope, but it can include, for example, exchange repulsion
or the effects of embedding atoms on the matrix elements
of the QM atoms.

The essence of penetration effects, which cannot be
described by MM point charges or distributed multipoles, is
that, when two atoms are close enough, their charge densities
can overlap, and the shielding of the nuclear charge of each
atom by its own electron density decreases. Various ap-
proaches have been suggested to include this effect in both
MM calculations and QM/MM calculations.13,14,16,20,28-41

In the MM studies, the MM charge densities were represented
by Gaussian multipoles,32 point charges with damping
functions,14,20,30,41 a set of s-type Gaussian functions,29,35,36

spherical atomic charge densities using Hartree-Fock-limit
wave functions,37 and single Slater-type contracted Gaussian
multipole charge densities.40 The coefficients of Gaussian-
type functions or damping functions were chosen to fit the
electron density and electrostatic potential,20,30,32,35-37,39,40

the electrostatic energy,14,41 or liquid-state properties,33 or
they were based on the intermolecular overlap.29 Similar
strategies have also been used in QM/MM calculations in
which charges with damping functions14,16 and a set of s-type
Gaussian functions38 have been employed to include the
charge penetration effects. Gaussian-type charge densities
were used to mimic the real charge distributions of MM
atoms in the link atom and double link atom methods.13,34

In the present work, we describe a simple scheme to
include penetration effects in QM/MM calculations. Because
the inclusion of distributed multipoles complicates the
implementation in QM/MM calculations, and the MM point
charges fitted to electrostatic-potential (ESP) can effectively
include some contributions due to higher-order multipoles,3

we do not add multipole refinements to the MM charges in
this study. Moreover, it was pointed out by Cisneros et al.
that damping of atom-centered point charges is more
important than using distributed multipoles.14 The basic idea
of the method advanced here is using a charge screened by
a Slater-type orbital42 (STO) to represent the outermost
portion of the charge density of an MM atom. The parameter
used to specify the spatial extent of the screened charge is
optimized to give the best agreement with Hartree-Fock
electrostatic energies and with induction energies computed
by symmetry-adapted perturbation theory43 (SAPT). In
section 2, we will derive an expression for the screened MM
charge. In section 3, we will present the method to optimize
the exponential parameters of the STOs for different ele-
ments, and we will present the test suite and implementation
details. Section 4 gives the optimized parameters and an
analysis of the resulting accuracy. Finally, section 5 sum-
marizes the main conclusions.

2. Theory

All variables and equations are in atomic units. We define a
normalized STO by

where A is the normalization constant (normalizing �2 to
integrate to unity), r is the distance of the electron from the
nucleus, and n is the highest principal quantum number of
the element. In particular, n ) 1 for H and He, n ) 2 for Li
through Ne, n ) 3 for Na through Ar, and n ) 4 for K
through Kr. The exponential parameter � is a parameter that
depends on the atomic number.

We make the assumption that the charge density of an
atom in the MM subsystem can be represented by two
components: (i) a smeared charge Q distributed like electrons
in the orbital � and (ii) the rest of the charge, which is located
at the nucleus. Since the net charge on an atom A in the
MM subsystem is a parameter qA, the charge at the nucleus
is qA - Q. Since the smeared charge represents the outer
electrons, Q is negative and it is convenient to define nscreen

) -Q. Then the charge density FA(r) of the smeared charge
on atom A is given by

Figure 1 compares the point charge model and the screened
charge model.

Figure 1. Comparison between (a) a point charge model and
(b) a screened charge model of an MM atom A. The total
smeared charge in model (b) is -nscreen, representing nscreen

electrons.

� ) Arn-1 exp(-�r) (2)

FA(r) ) -nscreen[Arn-1 exp(-�r)]2 (3)
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The exponential parameter � for the STO determines the
spatial extent of the smeared charge distribution of the atom.
It will be optimized for several elements (H, C, N, O, F, Si,
P, S, Cl, and Br) in the present study. Our initial guess of
the � values for these elements are the exponential parameters
of their outermost orbitals (that is, 1s for H and He, 2s for
Li through Be, 2p for B through Ne, 3s for Na through Mg,
3p for Al through Ar, 4s for K through Zn, and 4p for Ga
through Kr) as optimized by Clementi and Raimondi,44 and
they are shown in Table 1 for the elements considered in
this study. Another possible choice of initial guess would
be the � values optimized by Cusachs et al. to reproduce the
overlap integrals.45

It can be shown that the electrostatic potential U(r) at a
distance r from the nucleus of an atom can be written as46

where F(r) is the atomic electron density and Z is the nuclear
charge. In our screened charge model, eq 4 becomes

where FA is given by eq 3. [Notice that F(r), being an electron
density, is positive, whereas FA(r), being a smeared charge
density, is negative, just as Q is negative and nscreen is
positive.] Integrating eq 5 yields

where the polynomial factor f is

The electrostatic potential of a point charge is

and the electrostatic potential of a screened charge can be
written as

where

We substitute qA by qA* as the MM charge in eq 1, and
the first term of eq 1 enters into the QM Hamiltonian in our
QM/MM calculations.

Our formula is similar to eq 3 in ref 14, but there are some
differences. Their eq 3 can be rewritten as

where Nval is the number of valence electrons, and Ωij(r) is
a factor depending on the distance between atoms i and j,
which satisfies

When r approaches infinity, both eqs 10 and 11 become
qA* ) qA; however, when r approaches 0, qA* in eq 10
becomes more positive, but qA* in eq 11 becomes more
negative. When the MM atom becomes close to a QM
nucleus, the screening effect of the electrons of the MM
atoms decreases, and the QM region experiences a more
positive electrostatic potential; therefore, it is more physical
to use eq 10. It seems likely that the first negative sign in eq
11 arose from an algebra error.

We explored two possible ways to parametrize eq 10. In
one way, we assume that all Nval valence electrons are
described by the STO, and we define nscreen as

In the other way, since eq 10 will be parametrized to
reproduce Hartree-Fock electrostatic and induction energies
in the van der Waals region, we recognize that the parameter
� will be suitable for describing the outermost fringe of an
electron density, which may be appropriate for only one
electron or a proper fraction of an electron. Moreover, the
charge located at the MM nucleus equals qA + nscreen, and it
can be quite large if we use eq 13 (e.g., 6.0 for an oxygen).
Since no exchange repulsion is added in the QM/MM self-
consistent field (SCF) optimizations, this large charge at the
MM nucleus can cause overpolarization of the QM region,
especially for basis sets with a large number of diffuse
functions. Therefore, we reduce the number of electrons that
we treat as smeared to

In our tests, we found that the second choice is able to
represent the penetration effects while avoiding overpolar-
ization, so we only give detailed results for this choice.
Looking ahead, we note that for nine of the 10 elements
parametrized in this paper, eq 14 will yield nscreen ) 1. The
exception is hydrogen. Moreover, we found that the screening
of metals (Na and Al in the test suite) does not systematically
improve the results, which is possibly because the penetration
effects are small for the positively charged cations. Therefore,

Table 1. Clementi-Raimondi Exponential Parameters for
the Outermost Orbitalsa

atom H C N O F
parameter 1.00 1.57 1.92 2.23 2.55
atom Si P S Cl Br
parameter 1.43 1.63 1.83 2.04 2.26

a Reference 44.

U(r) ) Z
r
- 4π[1

r ∫0

r
F(r′)r′2dr′ + ∫r

∞
F(r′)r′dr′] (4)
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+

4π[1
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r
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∞
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UA(r) )
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(8)

UA(r) )
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qA* ) qA + nscreenf(�r) exp(-2�r) (10)

qA* ) qA - (Nval - qA) exp(Ωij(r)) (11)

Ωij(r) f { 0 as r f 0
-∞ as r f ∞ (12)

nscreen ) Nval - qA (13)
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only the nonmetals are screened in the screened charge
schemes and the metals are always treated as point charges,
even when they appear in the same molecule in which
nonmetal charges are screened.

3. Methods

3.1. Theoretical Framework. To calculate the accurate
electrostatic energy and induction energy, we use symmetry-
adapted perturbation theory43 (SAPT) to partition the total
interaction energy Eint into a sum of several physically
distinct contributions. We will use three of these contribu-
tions: Eelst

(10) represents the Hartree-Fock electrostatic interac-
tion of the unperturbed monomers’ charge distributions; Eind

(20)

is the Hartree-Fock induction energy and equals the sum
of Eind

(20)(ArB) and Eind
(20)(BrA), where Eind

(20)(ArB) and
Eind

(20)(BrA) are the Hartree-Fock induction energy of
monomer A with the static field of the monomer B, and vice
versa; and Eind-exch

(20) is the induction exchange energy. The
sum of Eind

(20) and Eind-exch
(20) is called the damped-induction

energy and is denoted by Edamp-ind
(20) in this study.

The first question is how to compare these quantities to
the components of a QM/MM calculation in which the QM
method is a self-consistent-field (SCF) calculation. The SCF
calculation can be either the Hartree-Fock approximation
or a density functional calculation; we will use Hartree-Fock
in the present paper. We consider a dimer comprised of two
monomers, A and B. We can place either monomer A or
monomer B in the QM region, and the other one is placed
in the MM region. Eelst

QM/MM is the interaction energy between
the screened MM charges and the QM unpolarized electron
density from a separate monomer calculation. Eind

QM/MM is
derived in two steps. First, we place monomer A in the QM
region and monomer B in the MM region, and we compare
the interaction between the screened MM charges and the
QM unpolarized electron density to the interaction between
the screened MM charges and the QM electron density that
is relaxed in the presence of the screened MM charges. The
difference is Eind

QM/MM(ArB). Second, we switch the QM
and MM regions, and calculate Eind

QM/MM(BrA) in the same
way as Eind

QM/MM(ArB). The induction energy Eind
QM/MM is

the sum of these two terms.

The comparison of Eelst
QM/MM and Eind

QM/MM from QM/MM
calculations to Eelst

(10), Eind
(20), and Eind-exch

(20) from SAPT calcula-
tions needs special attention. The Eelst

QM/MM of the QM/MM
calculation can be directly compared with Eelst

(10) of the SAPT
calculation. However, Eind

QM/MM in QM/MM calculations does
not have the same meaning as Eind

(20) in SAPT. In the QM/
MM calculations, the induction energy Eind

QM/MM includes all
orders of the perturbation of the induction, while only the
second-order perturbation energy is calculated in Eind

(20) in
SAPT. Moreover, in SAPT calculations, the induction
exchange energy Eind-exch

(20) is always evaluated and added to
the induction energy Eind

(20) to give a reasonable estimation
of the total interaction energy. In QM/MM calculations, it
is hard to add this induction exchange energy in an empirical
way, as may more readily be done for the static exchange
energy, because the induction exchange energy is not even
approximately pairwise additive. Therefore, we decide to

compare the QM/MM induction energy Eind
QM/MM with

Edamp-ind
(20) , that is, with the sum of the induction Eind

(20) and
induction-exchange Eind-exch

(20) energies of the SAPT calcula-
tions. The same strategy has sometimes been adopted in the
development of polarizable MM force fields.36,47

3.2. Basis Sets and MM Charges. Two Gaussian-type
basis sets were used for the QM/MM and SAPT calculations,
namely, the aug-cc-pVTZ basis set of Dunning and
co-workers48,49 and the def2-TZVP basis set from
TURBOMOLE.50 Although in applications one might use a
smaller number of diffuse functions than are present in the
aug-cc-pVTZ basis set, it is important to use a large diffuse
space during parametrization to be sure that the parametrized
model is stable against overpolarization catastrophes.

The MM partial atomic charges are Hartree-Fock ChElPG
charges51 for the separated monomers using the same basis
set as the QM method for each of the QM/MM calculations.
For example, when the aug-cc-pVTZ basis set is used as
the QM method in the QM/MM calculations, the MM
charges are also derived using the aug-cc-pVTZ basis set.

3.3. Optimization Methods and Software. We optimize
the � values for the 10 elements (H, C, N, O, F, Si, P, S, Cl,
and Br) in our test suite in order to fit the QM/MM
electrostatic energies to SAPT results. The error function is
based on the difference between the QM/MM and SAPT
Hartree-Fock electrostatic and damped-induction energies

where B labels the basis sets, M labels the molecules in the
database (see below), G labels the geometries for each
molecule in the database (see below), and i denotes which
monomer is treated as QM. Equation 15 is minimized in the
parametrization.

The SAPT calculations are performed with SAPT2008
program package52 interfaced to the version E.01 of Gaussian
0353 integral and self-consistent-field package. All QM/MM
calculations are carried out using our own QMMM program,
which is based on the version D.01 of Gaussian 0353 and
TINKER54 programs. We use a modified version of 1.3.5.55

The optimized structures of some of the dimers in the test
suite (see below) are acquired using a locally modified
version of Gaussian 03 (MN-GFM56).

3.4. Test Suite. We included 40 dimers in our database,
as shown in Figures 2-5. Because some molecules are too
large for SAPT analysis using aug-cc-pVTZ, we do calcula-
tions with the aug-cc-pVTZ basis set for only 29 out of 40
molecules in the test suite; these 29 consist of those in
Figures 3 and 5 plus the ones that are labeled by asterisks
(*) in Figure 2. Thus the first two sums in eq 15 encompass
69 cases, not 80.

We considered three geometries for each of the dimers:
the equilibrium geometry, a compressed geometry, and an
extended geometry. The equilibrium geometry of all mol-

MUE )

∑
B)1

2

∑
M)1

molecules

∑
G)1

3

( ∑
i)1

2

|Eelst
QM/MM(QM/MM;B,M,G,i) -

Eelst
(10)(SAPT;B,M, G)| + |Eind

QM/MM(QM/MM;B,M, G) -

Edamp-ind
(20) (SAPT;B,M, G)|) (15)
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ecules is from several sources: (i) the HB6/04, CT7/04, and
DI6/04 databases57 are the first choice, when the dimer is
present in one of them; (ii) H2O · · ·OH- is the QCISD/
MG3S-optimized structure;58 and (iii) NH3 · · ·HCl II,
NH3 · · ·ClF II, and NH3 · · ·HF II are based on the geometry

of NH3 · · ·ClF I in the CT7/04 database;57 For the HCl, ClF,
and HF monomers in the NH3 · · ·HCl II, NH3 · · ·ClF II, and
NH3 · · ·HF II dimers, the Cl, F, and H are placed at the same
position as the Cl in NH3 · · ·ClF I, and the Cl-H, F-Cl,
and H-F are placed along the same direction as Cl-F in
NH3 · · ·ClF I with the bond lengths equal 1.282, 1.701, and
0.924 Å, respectively. (iv) Other dimers are M06-2X59-
optimized structures; the basis set we used for these
optimizations is MG3S60 for H through Cl, and
6-311+G(3d2f)61 for Br.

In the compressed geometry, we move the monomers
closer, without changing their internal structures, along a line
connecting their centers of mass until the distance between
the centers of mass of the two monomers is 10% shorter
than that in the equilibrium geometry. In the extended
geometry, we move the monomers farther apart along a line
connecting their centers of mass until the distance between
the centers of mass of the two monomers is 10% longer than
that in the equilibrium geometry.

3.5. Implementation in Gaussian 03. As is shown in eq
10, the screened MM charge contains a Slater-type function.
To facilitate the implementation of the Slater-type function
into the Hamiltonian of the QM/MM calculations, we expand
a single Slater-type function in terms of three Gaussian-type
functions, as follows:62,63

Figure 2. Thirty-six of 40 dimers in the test suite. We use * to label the molecules that are tested using both aug-cc-pVTZ and
def2-TZVP basis sets.

Figure 3. Geometry of the 37th and 38th dimers.

Figure 4. Geometry of the 39th dimer.

Figure 5. Geometry of the 40th dimer.

exp(-λr) ) ∑
i)1

3

Ci exp(-Riλ
2r2) (16)
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The contraction coefficients Ci and exponential parameters
Ri in eq 16 are listed in Table 2. The electrostatic potentials
generated by the screened MM charges are incorporated in
version D.01 of Gaussian 0353 as pseudopotentials using the
keyword “pseudo”. In the Gaussian implementation, the
pseudopotentials do not interact with the QM nuclei.
Therefore, in the QMMM program revised for this work,
we calculate the interactions between the pseudopotentials
and the QM nuclei, and we add them to the energy of the
system.

4. Results and Discussion

4.1. SAPT Results. We computed averages over the
SAPT results in order to give an indication of the typical
values of the various terms. The averaged SAPT results of
the electrostatic, induction, and damped-induction (induction
plus induction-exchange) energies with two basis sets and
three geometries are shown in Table 3. For the aug-cc-pVTZ
basis set, they are averaged over 29 dimers. For the def2-
TZVP basis set, they are averaged over 40 dimers. To
compare the results for different basis sets, we also averaged
the def2-TZVP results over only 29 dimers (the same
molecules as those tested by the aug-cc-pVTZ basis set),
with the results shown in Table 4. The results in Table 4
can be compared with the aug-cc-pVTZ results in Table 3
to see the energy differences when using different basis sets.

Table 3 shows that the average SAPT electrostatic,
induction, and damped-induction energies over all geometries
and basis sets are -19, -13, and -4 kcal/mol, respectively.
Comparing the results from Tables 3 and 4, we found that
for the electrostatic energy, the induction energy, and the
damped-induction energy, the differences between two basis
sets are less than 7% of the averaged values. The aug-cc-
pVTZ basis set contains a larger number of diffuse functions
than the def2-TZVP basis set. While these functions may
be important for the dispersion interactions, the electrostatic
and induction energies between the monomers can be
described quite well without them. Using basis sets with
smaller numbers of diffuse functions not only decreases the
cost of the calculations but also it avoids the overpolarization
in QM/MM calculations when large charges are placed near
the boundary.

Comparing three different geometries, we found that both
the electrostatic and induction energies become more nega-
tive when the two monomers are placed closer, while the
exchange energy becomes more positive. The absolute value
of the damped-induction energy is smaller than the induction
energy, and it changes more slowly with geometry.

In the following discussion, we will use the electrostatic
energy and damped-induction energy from SAPT calculations

as benchmarks to evaluate how well different charge schemes
treat charge penetration effects in the QM/MM calculations.

4.2. QM/MM Results with Point Charge Scheme
and Screened Charge Scheme. We define the number of
electrons in the STO using eq 14. The � value for each
element is optimized to minimize the MUE in eq 15. The
optimized values are shown in Table 5. Note that the metal
elements (Na and Al) are always treated as point charges
(i.e., � ) ∞). Contrary to our initial guess that the optimized
� values would be close to the Clementi-Raimondi expo-
nential parameters for the outermost orbitals, they are instead
similar (except for H) to half of the Strand and Bonham64

exponential parameters for the outermost component (aλ1 for
H-Ar and bλ3 for K-Kr in their paper) of the density (the
factor of 1/2 results from the fact that the screened charge
used in this study has an exponential parameter of 2� because
the orbital is squared, not �); these values are also shown in
Table 5. The mean signed error (MSE) and mean unsigned
error (MUE) of the electrostatic and damped-induction
energies using MM point charges, MM screened charges with
optimized parameters, and MM screened charges with
modified Strand-Bonham (MSB) parameters (half of the
Strand-Bonham parameters for all elements except H and
the optimized parameter for H) are listed in Tables 6 and 7
respectively.

Table 6 shows that the MUE of the electrostatic energy
using the screened charge scheme with optimized parameters
is 2.8 kcal/mol, compared with 8.1 kcal/mol for the traditional
point charge scheme. The screened charge scheme with the
MSB parameters gives an MUE of 3.1 kcal/mol, which is
quite close to the optimized result. Table 7 shows that the
MUE of the QM/MM induction energy also decreases from
1.9 to 1.4 kcal/mol when using the screened charge schemes,
although the improvement is not as significant as the
electrostatic energy (a factor of 1.4 for the induction energy
vs a factor of 2.9 for the electrostatic energy). The fact that
our optimized STO exponential parameters are very close
to the values we derived from the Strand-Bonham fits to
atomic densities shows that the model parameters are very
physical. The results clearly show that the inclusion of
penetration effects improves the description of the MM
electrostatic potential and its effect on the QM system. As
the penetration effects decrease exponentially as a function
of the distance between atoms, the improvement is most
significant for the compressed geometry, in which the
penetration effects are large. For the extended geometry, in
which the monomers are placed farther from each other, the
difference between the point charge scheme and the screened
charge scheme is relatively small.

We also tested the screened charge scheme using eq 13,
rather than eq 14, to define the number of screened electrons
in the Slater-type orbital, and optimized the parameters to
reproduce the SAPT electrostatic energies. The electrostatic
energies can be well-reproduced. However, we found that
the induction energy is greatly overestimated, especially
when the aug-cc-pVTZ basis set is used. The error is hard
to control; therefore, we abandoned eq 13.

One issue not so far considered is that in comprehensively
parametrized force fields, one can, to some extent, make up

Table 2. Contraction Coefficients and Exponential
Parametersa

Ci Ri

1 0.107 150 0.109 818
2 0.343 808 0.405 771
3 0.355 483 2.227 660

a References 62 and 63.
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for errors in the electrostatics by parametrization of other
MM parameters or by parametrization of the MM charges.
However, neither approach is satisfactory. The first approach
introduces systematic errors in the QM subsystem of
combined QM/MM calculations because the electrostatic
terms enter the QM Hamiltonian, but the other MM terms
do not affect the quantum mechanical electronic Hamiltonian.
The first approach is also unsatisfactory for MM calculations
because electrostatic interactions have a different functional
form than the usual Lennard-Jones or Buckingham forms
used for other MM nonbonded terms and therefore cannot
be completely mimicked by them. The second approach
introduces systematic errors because the electrostatic potential
due to an unscreened Coulomb interaction with a modified
charge has a different dependence on geometry than a
screened Coulomb interaction with the correct charge.

4.3. Case Studies. We use the HCONH2 · · ·H2O,
HSO4

- · · ·NH4
+ · · ·H2O II, and HCl · · ·H2S dimers as three

examples to illustrate the use of the new scheme. The
equilibrium geometries of these three dimers are illustrated
in Figures 3 and 4. In the calculations, either monomer 1 or
2 can be treated as the subsystem in the QM region. Tables
8-10 show the SAPT electrostatic and damped-induction
energies and the QM/MM electrostatic and induction energies
with the three charge schemes we considered, namely,
unscreened point charges, screened charges with optimized
STO parameters, and screened charges with MSB parameters
for the STOs.

Table 8 shows the results for the HCONH2 · · ·H2O dimer.
Including penetration effects in the screened charge scheme
yields a much closer match to the SAPT results. The absolute
error in electrostatic energy, averaged over three geometries
and two basis sets, decreases from 5.4 to 1.3 kcal/mol. The

point charge scheme always underestimates the magnitude
of the electrostatic and induction energies. Screening the
point charge with the optimized parameters makes the
electrostatic energy more negative by 9.3 kcal/mol for the
compressed geometry, 2.8 kcal/mol for the equilibrium
geometry, and 0.7 kcal/mol for the extended geometry, when
averaged over two QM/MM calculations with different QM
regions and two basis sets.

Although the SAPT damped-induction energies are similar
for the aug-cc-pVTZ and def2-TZVP basis sets, the QM/
MM induction energies are not. Taking the compressed
geometry as an example, the SAPT damped-induction
energies are -4.6 and -4.5 kcal/mol for the aug-cc-pVTZ
and def2-TZVP basis sets, while the QM/MM induction
energies using the screened charge scheme with the opti-
mized parameters are -6.3 and -3.7 kcal/mol for aug-cc-
pVTZ and def2-TZVP basis sets. The induction energies
using the aug-cc-pVTZ basis set are more negative than those
using the def2-TZVP basis set in the QM/MM calculations.
As the aug-cc-pVTZ basis set contains more diffuse functions
than the def2-TZVP basis set, the QM region is more prone
to be polarized by MM point charges when the aug-cc-pVTZ
basis set is used, which leads to the increase of the induction
energy. This effect is more significant for the screened charge
scheme than the point charge scheme, because the charge at
the MM nucleus is larger in the screened charge scheme than
that in the point charge scheme, which causes greater
polarization. Despite this sensitivity, the average error in the
induction energies is reduced by a about a factor of 2 when
screening is included.

We also discuss a dimer composed of HSO4
- and

NH4
+ · · ·H2O, with the results shown in Table 9. Only the

def2-TZVP basis set is used. This is a very challenging test
for the charge scheme because both of the monomers are
charged. From the results, we can see that the screened
charge scheme improves both the electrostatic and induction
energies significantly.

The results for the HCl · · ·H2S dimer listed in Table 10
are not as good as those for the two examples that we have
discussed. The improvement is not very significant when H2S
is in the MM region. The performance of the screened charge
scheme for individual elements will be discussed in section
4.4.B.

In the examples singled out for illustration in this section,
we found that the screened charge scheme with modified
Strand-Bonham (MSB) parameters sometimes gives a better
result than that with optimized parameters. This is because
the optimized parameters are optimized for all the molecules
in the test suite, rather than optimized for the specific dimers.

Table 3. Averaged SAPT Electrostatic, Induction, and Damped-Induction Energies (kcal/mol) Using Three Geometries and
Two Basis Sets

equilibrium/
acTZa

equilibrium/
def2-TZVP

compressed/
acTZ

compressed/
def2-TZVP

extended/
acTZ

extended/
def2-TZVP all

electrostatic -14.50 -18.78 -25.58 -30.89 -9.20 -12.80 -18.98
induction -9.61 -9.58 -24.86 -25.14 -4.14 -4.08 -12.91
damped-induction -3.18 -3.49 -7.87 -8.58 -1.63 -1.77 -4.45

a acTZ represents aug-cc-pVTZ.

Table 4. Averaged SAPT Electrostatic, Induction, and
Damped-Induction Energies (kcal/mol) Using Three
Geometries and the def2-TZVP Basis Set over Only 29
Molecules

equilibrium/
def2-TZVP

compressed/
def2-TZVP

extended/
def2-TZVP

electrostatic -15.17 -26.32 -9.80
induction -9.55 -24.82 -4.08
damped-induction -3.07 -7.73 -1.53

Table 5. � Values Used in the Slater-type Orbital

atom H C N O F
optimized parameters 1.32 0.92 0.92 1.20 1.16
Strand and Bonhama 1.00 0.87 1.01 1.12 1.24
atom Si P S Cl Br
optimized parameters 0.73 0.68 0.90 0.98 0.91
Strand and Bonhama 0.74 0.81 0.88 0.95 1.01

a Half of the values in ref 64.
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4.4. Discussion of � Parameters. A. � Value Effects
on Electrostatic and Induction Energies. In order to under-
stand how the � parameters of the STOs affect the electro-
static and induction energies, we here examine the effect of
varying � on the NH3 · · ·NH3 dimer with the equilibrium
geometry and with the aug-cc-pVTZ basis set. The geometry
is shown in Figure 5. The electrostatic and induction energies
are most sensitive to the nearest MM atom, so we choose to
vary the � parameter of the nearest MM atom. In Figure 6,
we show the change of electrostatic energy with respect to
the H � value with monomer 1 in the QM region and with
the � value for N kept at its optimized value of 0.92. In

Figure 7, we show the change of electrostatic energy with
respect to the N � value with monomer 2 in the QM region
and with the � value for H kept at its optimized value of
1.32. To make the comparison, we draw two lines represent-
ing the SAPT result and the QM/MM result without
screening H and N, respectively.

We can see that, when the � values become larger and
larger, the electrostatic energy gets closer to the result from
the point charge scheme, as is easy to understand both
physically and mathematically. The figures show how
optimum � values that best reproduce the electrostatic energy

Table 6. MSE and MUE of Electrostatic Energies (kcal/mol) Using the QM/MM Methoda

equilibrium/
acTZ

equilibrium/
def2-TZVP

compressed/
acTZ

compressed/
def2-TZVP

extended/
acTZ

extended/
def2-TZVP all

MSE MUE MSE MUE MSE MUE MSE MUE MSE MUE MSE MUE MSE MUE

Pt chargeb 6.43 6.43 6.43 6.43 14.80 14.80 15.10 15.10 3.02 3.02 2.98 2.98 8.13 8.13
Optc 1.58 1.97 1.32 2.17 3.64 5.09 2.61 5.31 1.06 1.11 1.03 1.16 1.84 2.81
MSBd 1.59 2.22 1.19 2.29 3.55 5.39 2.15 5.90 1.07 1.25 1.00 1.24 1.71 3.06

a Exact values are SAPT electrostatic energies. b Point charge scheme. c Screened charge scheme with optimized parameters.
d Screened charge scheme with modified Strand-Bonham (MSB) parameters.

Table 7. MSE and MUE of the Induction Energies (kcal/mol) Using the QM/MM Methoda

equilibrium/
acTZ

equilibrium/
def2-TZVP

compressed/
acTZ

compressed/
def2-TZVP

extended/
acTZ

extended/
def2-TZVP all

MSE MUE MSE MUE MSE MUE MSE MUE MSE MUE MSE MUE MSE MUE

Pt chargeb 0.67 1.09 1.12 1.18 3.46 3.98 4.34 4.46 0.12 0.45 0.35 0.38 1.72 1.94
Optc -0.74 1.00 0.69 0.82 -0.62 2.67 2.68 3.13 -0.34 0.45 0.25 0.30 0.46 1.40
MSBd -0.79 1.02 0.68 0.80 -0.71 2.65 2.60 3.12 -0.36 0.46 0.25 0.29 0.42 1.39

a Exact values are SAPT damped-induction energies. b Point charge scheme. c Screened charge scheme with optimized parameters.
d Screened charge scheme with modified Strand-Bonham (MSB) parameters.

Table 8. Electrostatic and Induction Energies (kcal/mol) of HCONH2 · · ·H2O Dimer in QM/MM Calculations Compared with
SAPT Results, and MUE (kcal/mol) of QM/MM Calculations over Three Geometries and Two Basis Sets

equilibrium/
acTZ

equilibrium/
def2-TZVP

compressed/
acTZ

compressed/
def2-TZVP

extended/
acTZ

extended/
def2-TZVP MUE

Electrostatic
SAPT -11.3 -11.6 -21.9 -22.3 -6.6 -6.9
QM/MM Pt charge -7.4/-7.3a -8.0/-7.5 -10.5/-11.3 -11.4/-11.5 -5.1/-5.0 -5.5/-5.1 5.4
QM/MM Opt -10.5/-9.8 -10.8/-10.0 -22.0/-18.6 -22.5/-18.8 -5.9/-5.7 -6.2/-5.8 1.3
QM/MM MSB -10.8/-10.5 -11.2/-10.7 -23.4/-19.5 -23.8/-19.8 -6.0/-6.0 -6.3/-6.1 1.1

Induction
SAPT (damped) -1.7 -1.6 -4.6 -4.5 -0.7 -0.7
QM/MM Pt charge -1.2 -1.1 -2.8 -2.5 -0.6 -0.5 0.9
QM/MM Opt -2.0 -1.3 -6.3 -3.7 -0.7 -0.5 0.5
QM/MM MSB -2.1 -1.3 -6.8 -3.9 -0.8 -0.5 0.6

a x/y denotes that the electrostatic energy is x when HCONH2 is the QM region and is y when H2O is the QM region.

Table 9. Electrostatic and Induction Energies (kcal/mol) of HSO4
- · · ·NH4

+ · · ·H2O II in QM/MM Calculations Compared with
SAPT Results, and MUE (kcal/mol) of QM/MM Calculations over Three Geometries

equilibrium/def2-TZVP compressed/def2-TZVP extended/def2-TZVP MUE

Electrostatic
SAPT -144.1 -176.4 -124.0
QM/MM Pt charge -126.4/-130.2a -135.0/-147.6 -116.4/-117.5 19.3
QM/MM Opt -149.4/-138.7 -190.9/-161.5 -124.7/-121.6 7.2
QM/MM MSB -146.0/-139.4 -184.6/-162.2 -123.2/-122.3 5.2

Induction
SAPT (damped) -15.7 -30.6 -9.8
QM/MM Pt charge -12.2 -17.4 -8.8 5.9
QM/MM Opt -15.7 -26.7 -9.9 1.4
QM/MM MSB -14.9 -25.4 -9.5 2.1

a x/y denotes that the electrostatic energy is x when HSO4
- is the QM region and is y when NH4

+ (H2O) is the QM region.
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are located in a reasonable range. The same trend is found
for other dimers.

B. Consideration of IndiVidual Elements. In order to
understand how the screened charge scheme works for
individual elements, we divided the 40 dimers into several
groups. Two division schemes have been used. In the first
scheme, the dimers are divided on the basis of the elements
included in the MM regions. For example, for the group
corresponding to element O, we selected all the QM/MM
electrostatic calculations in which one or more oxygen atom
is included in the MM regions. Because an MM region
always contains several different elements, each QM/MM
calculation is included in several element groups. Then we
calculated the MUE of electrostatic energies for different
elements in their groups. The drawback of the first division
scheme is that the screening effects of an MM element are
not properly reflected in the QM/MM electrostatic energy

when the MM element is far from the QM region. Therefore,
in the second scheme, only the MM atoms that are close to
the QM region are considered. We calculated the distances
between all QM and MM atom pairs and identified the
shortest QM-MM distance. We define a close MM atom as
one that has a distance from any QM atom that is less than
the sum of 0.30 Å and the shortest QM-MM distance. Then
we divided the 40 dimers on the basis of the elements among
the close MM atoms. We carried out the division only for
the equilibrium geometry, and we assigned the same group
membership for the compressed and extended geometries as
in the equilibrium geometry. Because the QM/MM electro-
static energy is most sensitive to the screening of the closest
MM atoms, the second division scheme is more appropriate
to test the contribution of individual elements. Note that if
we change 0.30 Å in the criterion to define a MM atom close
to infinity, the second division scheme becomes the first
division scheme. We show the number of calculations
included in each group and the MUE of the QM/MM
electrostatic energy for both the two division schemes in
Table 11. We define an improvement ratio (IR) as

IRs for individual elements using the screened charge
scheme with the optimized parameters are also shown in
Table 11, and it is gratifying that they are all greater than or
equal to 1.7. The results of the two division schemes show
similar trends (except for C, for which the first division
scheme does not reflect the screening effect of the C atom).

For the point charge scheme, Cl and N have the largest
MUEs. All of them are greater than 10 kcal/mol for both
division schemes. The large error of the Si using the first
division scheme is mainly due to other elements, as Si is
not a close MM atom in any dimers.

For the screened charge scheme with optimized param-
eters, N is the only element with an MUE of more than 3
kcal/mol by either division, whereas when screening is not
employed all elements have an MUE greater than or equal
to 3.6 kcal/mol for both divisions. We found that the large
error of N is mainly due to the inclusion of NH3 · · ·HF,
NH3 · · ·HCl, and 2T(Al) · · ·NH3 dimers, in which the mono-
mers are very close to each other.

Next, we compare the improvement ratios for individual
elements. In the second division scheme, the elements that

Table 10. Electrostatic and Induction Energies (kcal/mol) of HCl · · ·H2S Dimer in QM/MM Calculations Compared with SAPT
Results, and MUE (kcal/mol) of QM/MM Calculations over Three Geometries and Two Basis Sets

equilibrium/
acTZ

equilibrium/
def2-TZVP

compressed/
acTZ

compressed/
def2-TZVP

extended/
acTZ

extended/
def2-TZVP MUE

Electrostatic
SAPT -5.2 -5.4 -10.9 -11.1 -2.8 -3.0
QM/MM Pt charge -1.0/-2.1a -1.1/-2.4 -1.7/-2.7 -1.8/-3.3 -0.6/-1.5 -0.7/-1.7 4.7
QM/MM Opt -2.4/-4.5 -2.5/-4.7 -4.0/-10.5 -4.0/-11.1 -1.2/-2.2 -1.2/-2.3 2.2
QM/MM MSB -2.5/-4.6 -2.5/-4.9 -3.9/-11.0 -3.9/-11.6 -1.2/-2.2 -1.3/-2.4 2.2

Induction
SAPT (damped) -1.1 -1.0 -3.0 -3.0 -0.5 -0.4
QM/MM Pt charge -0.4 -0.3 -0.8 -0.6 -0.2 -0.1 1.1
QM/MM Opt -1.5 -0.5 -5.1 -1.9 -0.4 -0.2 0.7
QM/MM MSB -1.5 -0.5 -5.4 -2.0 -0.5 -0.2 0.8

a x/y denotes that the electrostatic energy is x when HCl is the QM region and is y when H2S is the QM region.

Figure 6. QM/MM and SAPT electrostatic energies (kcal/
mol) with respect to the H � value.

Figure 7. QM/MM and SAPT electrostatic energies (kcal/
mol) with respect to the N � value.

IR ) MUE(point charge scheme)
MUE(screened charge scheme)

(17)
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have the largest improvement ratios are C (7.7), Cl (6.9),
and F (4.9), followed by H (3.8), Br (2.6), and O (2.1); N
(1.9), P (1.7), S (1.7) have the smallest improvement, but
even in these cases, the improvement is significant. These
findings show that for all elements, electrons distributed in
an STO can mimic the charge distribution of the MM atoms
well enough to improve the results as compared to a point
charge model.

4.5. An Application to 10 Water Dimers with a
Variety of Geometries. To test the broader usefulness of
the new method, we applied it to water dimers with 10
geometries tested by Reinhardt et al.65 They have carried
out SAPT calculations on these dimers using the aug-cc-
pVTZ basis set. We carried out QM/MM calculations with
the aug-cc-pVTZ basis set on their geometries using the point
charge scheme and the screened charge scheme with MSB
parameters, and we compared the results with their bench-
mark results of electrostatic and induction energies. The point
charges of the water monomer are Hartree-Fock ChElPG
charges51 calculated with the aug-cc-pVTZ basis set. Figures
8 and 9 compare the electrostatic and induction energies for
these 10 geometries. Because either monomer in the dimer
can be treated as the QM region, we have two QM/MM
electrostatic energies at each geometry. We found that using
the screened charge scheme decreases the MUE of the
electrostatic energy from 1.42 to 0.42 kcal/mol and the MUE
of the induction energy from 0.11 to 0.06 kcal/mol. Note
that the averaged electrostatic and damped-induction energies
of the 10 water dimers are -5.48 and -0.57 kcal/mol,

respectively. Therefore, the percent error drops from 26%
to 8% and from 19% to 11% for the QM/MM electrostatic
and induction energies, respectively. These findings show
that including penetration effects is important for accurate
modeling. We also carried out calculations using the screened
charge scheme with optimized parameters, in which the �
value for O is 1.20 rather than 1.12 as in the MSB
parameters. The MUE of electrostatic energy is 0.57 kcal/
mol, which is larger than that using MSB parameters, but
still much better than that for point charges, and the MUE
of the induction energy is 0.05 kcal/mol. We found that if
the two monomers in the dimer are not very close (two
monomers are very close in the case of H2O · · ·OH- in the
test suite for parametrization), the � value of 1.12 for O gives
better results than the optimized value from Table 5.

4.6. Limitations of the Scheme. We note five limitations.
First, only a single STO with a fixed � value is used for

each element in our scheme. However, a single STO may
not describe the electron distribution well in all regions.
When the QM electron goes closer to the MM atom, it should
feel a charge distribution with a larger � value. This can be
improved by double-� STOs, in which a more diffuse STO
is used to describe the ultimate outer layer and a less diffuse
one is used to describe the penultimate layer. Moreover, the
� value for an element changes when the element has
different partial charges and bonding environments, as
pointed out before,66 so the � value we optimize here is only
an average value for an element in different environments.
If one is willing to treat � as an MM parameter and optimize

Table 11. MUE (kcal/mol) of QM/MM Electrostatic Energies and Improvement Ratios (IR) for Individual Elements

H C N O F Si P S Cl Br

First Division Scheme
number of calculationsa 372 78 87 171 54 6 12 54 60 6
Pt charge 7.9 6.9 10.2 7.5 9.6 11.0 4.9 7.3 13.7 3.6
Opt 2.9 2.4 5.1 2.6 1.6 1.7 2.9 2.5 2.1 1.4
MSB 3.1 2.7 5.5 2.7 2.0 2.2 3.1 2.6 2.6 1.6
IR (Opt)b 2.7 2.9 2.0 2.9 6.1 6.5 1.7 2.9 6.6 2.6

Second Division Scheme
number of calculationsa 213 12 66 96 18 0 12 18 30 6
Pt charge 6.9 5.2 11.1 6.1 5.9 4.9 4.0 18.6 3.6
Opt 1.8 0.7 5.7 2.8 1.2 2.9 2.3 2.7 1.4
MSB 1.8 1.2 6.6 3.0 2.1 3.1 2.2 3.1 1.6
IR (Opt) 3.8 7.7 1.9 2.1 4.9 1.7 1.7 6.9 2.6

a This number includes all calculations using different geometries and different basis sets. b Improvement ratios (IRs) for individual
elements using the screened charge scheme with optimized parameters.

Figure 8. QM/MM and SAPT electrostatic energies (kcal/
mol) for 10 water dimers. Figure 9. QM/MM induction energies and SAPT damped-

induction energies (kcal/mol) for 10 water dimers.
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it separately for different hybridization states (e.g., sp2 O
would have a different value than sp3 O) or different
functional groups or charge states, one could do even better.

Second, to avoid overpolarization, we use at most one
electron in the STO. A small number of electrons in the STO
may underestimate the charge penetration effect, especially
for the compressed geometry. One may include more
electrons in the STO if the overpolarization of the QM region
can be avoided (e.g., when def2-TZVP basis set is used for
the QM calculations); this would, for example, improve the
results in Table 10 when H2S is the MM region and S is the
close MM atom.

Third, when multiply charged cations (such as Zn2+ and
Mg2+) are placed in the MM region near the QM-MM
boundary, we found that the QM region may be greatly
overpolarized by the MM region if a large number of diffuse
functions are used for the QM region, such as that in the
aug-cc-pVTZ basis set. This is due to the lack of exchange
and orthogonality interactions between MM and QM regions
in the QM/MM SCF optimizations. Although the problem
is much less severe with a less diffuse basis set, our method
cannot completely solve this problem. Ab initio model
potentials67,68 (AIMP), smeared charges,13,34 and damped
charges38 can be applied to alleviate the overpolarization.
One can also avoid the problem by not placing a QM-MM
boundary next to a multiply charged MM cation.

Fourth, we have not tested the method for rare gases.
Fifth, we have so far developed the method only for the

case where a QM-MM boundary does not pass through a
covalent bond.

If desired, further studies can be carried out to remove
limitations 1, 2, 4, and 5 mentioned above. Despite limita-
tions 1-3, the method already provides a much more realistic
treatment of the electrostatic and induction energies in the
general case.

5. Conclusions

In this paper, we proposed a general screening scheme to
include charge penetration effects in the treatment of
electrostatic interactions in molecular modeling, and we
parametrized it and applied it by using electronically embed-
ded QM/MM calculations. Our scheme utilizes a Slater-type
orbital to mimic the outer portion of the electron distribution
around the MM atom. By including the charge penetration
effects, we can greatly improve the description of electrostatic
interactions in the QM/MM method. The parameters for the
STOs of several common elements (H, C, N, O, F, Si, P, S,
Cl, and Br) are optimized to reproduce the SAPT electrostatic
and damped-induction energies. For the metal elements, we
suggest keeping the point charge scheme, as no systematic
improvement has been found by treating them as screened.

We found that the optimal exponential parameters are very
close to the values describing the outermost layer of the
electron density of atoms in Strand and Bonham’s fits to
atomic electron densities. This is extremely encouraging in
that it shows that the method is very physical. The finding
that screening does not offer systematic improvement for
metal atoms is also physical, since metal atoms in molecules

usually have a partial positive charge and hence less diffuse
electron density. These findings, combined with the avail-
ability of Strand and Bonham’s fits for the first 36 elements,
mean that parameters for the nonmetals (except rare gases)
with Z E 36 that are not optimized here (B, Ge, As, and Se)
can be obtained from their fits to electron densities.

Since the point charge model has been used in the
overwhelming majority of MM parametrizations, but the
present work shows that the point charge model leads to
systematic errors in electrostatics and induction energies, we
conclude that conventional MM parametrizations can only
succeed by systematic cancellation of errors. Improving the
electrostatics by including charge penetration effects can in
principle lead to a new generation of more physical MM
parameter sets.35,69 By evaluating the electrostatic energies
more accurately, we can derive more accurate and physical
empirical parameters for the exchange repulsion and disper-
sion. The present work shows how this can be done in a
practical way. In particular, the bare Coulomb interaction is
replaced by a central potential centered at the nuclei with
only one additional parameter per element.

Although the formulation of the electrostatic interactions
in the current work applies only to QM/MM calculations,
the formula for MM-MM electrostatic energy calculations
can also be derived on the basis of the screened charge
model. One obtains

for the interaction energy between delocalized charge
distributions at sites A and B. Evaluating the integrals of eq
18 in MM/MM electrostatic energy calculations would
increase the computational cost; so for low-cost calculations,
one should develop efficient schemes to evaluate or ap-
proximate the integrals; for example, these integrals can be
replaced by point charge interactions for sites separated by
more than a certain distance.

Because the optimized values of the parameters in our
treatment of screened electrostatics are physical, they can
be used without reoptimization in new force fields or in other
methods that incorporate electrostatic effects, such as the
electrostatically embedded many-body method,70,71 the elec-
trostatically embedded multiconfiguration molecular mechan-
ics method,72,73 or fragment methods for large molecular
systems.74

The present study only considered QM-MM boundaries
that pass between nonbonded fragments. In future work, we
will consider the use of this kind of scheme when QM-MM
boundaries pass through covalent bonds.
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Abstract: By partitioning the bond current strength (current susceptibility) into plane symmetric
and plane antisymmetric contributions, it is shown that 91% of the diatropic ring current of
benzene is transported by the π electrons and the remaining non-negligible 9% is sustained by
the σ electrons. In planar cyclooctatetraene 94% (6%) of the paratropic ring current is transported
by the π (σ) electrons. In cyclopropane 95% (5%) of the diatropic ring current is transported by
the σ (π-like) electrons. The 85% fraction of the diatropic ring current of Al42- is transported by
the σ valence electrons and 15% by the π valence electrons. In the nonaromatic borazine system
the nitrogen-centered π electron circulations are surrounded by a weak diatropic “ring current”
6.5 times smaller than that of benzene.

1. Introduction

Within the orbital approximation, molecular properties result
from a summation of orbital contributions, which can be
conveniently classified according to their symmetry. If the
properties under examination stem from the application of
external fields, molecular orbitals are perturbed and their
symmetry is not generally preserved. Orbital symmetry
conservation is observed for plane symmetric molecules in
the presence of a perpendicular magnetic field. In this case,
plane symmetric and antisymmetric orbitals, hereafter re-
ferred to as σ and π orbitals, are only mixed among
themselves and the first-order perturbed orbitals have the
same symmetry as the unperturbed ones. Therefore, σ and
π electrons give clearly distinguishable contributions to
magnetic properties. This important feature, together with
the assumption that σ electrons should give bond-localized
circulations, has been exploited in past years to interpret the
magnetic properties of a large class of (poly)cyclic conju-
gated hydrocarbons in terms of π ring current maps (see refs
1-4 for a few examples) and π contributions to the out-of-
plane component of some molecular tensor properties, for

instance, magnetizability,5 magnetic shielding density,6 and
magnetic shielding of either real7 or virtual nuclei. The latter
properties are the target of the widespread computation of
nucleus-independent chemical shift (NICS).8,9 Moreover, the
delocalization of π ring currents is widely considered an
indication of aromaticity.10,11 The dominant role of π
electrons in determining the magnetic properties in polycyclic
aromatic hydrocarbons (PAHs) is such a common tenet that
it has been proposed even to recover a posteriori the strength
of π currents from all-electron NICS grids.12 This assumption
is certainly questionable if both σ and π currents have
appreciable magnitude. In this case, attention is readily paid
to some quantification of the individual currents. The most
used quantitative indicators are the just cited NICS and the
“bond current strength” (current susceptibility).13 The latter
is obtained by integrating the current density crossing a
suitably chosen planar domain, which bisects a selected bond.
When delocalization is present, a sizable net bond current
flow is detected, whose strength can be used to make a direct
comparison among different molecular systems. The retrieval
of both contributions (σ and π) from the above all-electron
indicators is certainly cumbersome. Indeed, a retrieval of σ
and π currents in PAHs from an a posteriori analysis of
NICS calculations had to introduce awkward saturated
homologues,14 and the use of both NICS15 and bond current

* Corresponding author phone: +39089969590; fax:
+39089969603; e-mail: rzanasi@unisa.it.
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strengths16 led to conclusions on the relative weight of σ
and π currents in aluminum clusters that were shown to be
incorrect.17

The introduction of orbital contributions to the bond
current strengths to be discussed here would certainly help
in the matter, allowing a quantitative clear-cut separation of
σ and π currents. In a recent study, analyzing current profiles,
Fliegl et al.18 reported that “calculations of the ring-current
profile show that the ring current of benzene is not
transported by the π electrons on both sides of the molecular
ring” and that their “...calculations challenge the widespread
notion that the ring current is transported by the π elec-
trons...”. This is a disputable result which demands attention
and needs to be carefully re-examined to understand whether
a number of previous investigations make sense.

In the present paper we provide the partitioning of the
current density bond cross section into π and σ contributions
for typical aromatic, antiaromatic, and nonaromatic systems
(benzene, planarized cyclooctatetraene, borazine), allowing
for the same choice made to show the ring current signature
in proton shielding density maps,6 with the aim to elucidate
which electrons actually transport the ring current. Moreover,
we consider cyclopropane and Al4

2-, which have recently
attracted considerable attention in the attempt to disclose the
nature of their recognized ring current.15-20 According to
Walsh,21,22 cyclopropane can be portrayed as a perturbed
ethylene donating its π electrons to a methylene unit. The
superposition of the three contributing structures leads to in-
plane electron delocalization, which can only be plane
symmetric. Alternatively, cyclopropane can be seen as
formed by three bent C-C bonds (banana bonds).23 More-
over, hyperconjugation can result from resonating structures
involving the set of three π-like CH2 group orbitals and this
provides an out-of-plane electron delocalization which can
be split into plane symmetric and plane antisymmetric
contributions. As formerly suggested by Dewar,24 the ap-
plication of a perpendicular magnetic field switches on a ring
current,19 which retains the symmetry of the electron
delocalization from which it stems. By our approach, in-
plane and out-of-plane circulations can be readily resolved
and weighted. This will be discussed in a separate section
hereafter. The aluminum cluster Al4

2- is perhaps even more
appealing, as the distinction between σ and π ring currents,
recently resolved in favor of the former kind,17 can now be
given on quantitative grounds, as shown in the following.

2. Method

Within the orbital approximation, the first-order current
density induced by a magnetic field B in the electrons of a
moleculecanbeformallypartitionedintoorbitalcontributions:25

It is well-known that the total current density JB ) JB(r) is
only exactly gauge invariant if the basis set is complete. In
particular, the current density is independent of the choice
of the gauge origin. This is not true, in general, for the
individual orbital contributions, even in a complete basis set.

For practical applications with finite basis sets, methods
have been devised to compute total origin-independent
current densities. So far, mainly two strategies of calculation
have been developed: one based on the continuous distribu-
tion of the origin of the current density26-29 and the other
characterized by the use of gauge-including atomic orbitals
(GIAO).13,30 The continuous transformation of the origin of
the current density diamagnetic-zero (CTOCD-DZ) method,
or ipsocentric method,31-33 is the simplest of the former kind.

In plane symmetric molecules in the presence of a
perpendicular magnetic field, π and σ orbitals are symmetry
distinct (see the Supporting Information for details). In this
case the total current density is readily partitioned into π
and σ contributions, regardless of the applied method. In
particular, if the computed total current density is origin-
independent, then also the π and σ current densities will be
separately origin-independent.

Now let us consider the sketch in Figure 1, where a plane
P, orthogonal to the plot plane, cuts the molecular space into
two arbitrary regions, R1 and R2. For any closed surface,
formed by the portion Q of plane P and the surface S,
enclosing the volume V of region R1, the Gauss theorem
ensures that

denoting by dq and ds the oriented element of area on Q
and S, respectively. The intersection of plane P and the
surface S with the plot plane is represented by a solid line
in Figure 1. Since the divergence of the stationary current
density vector vanishes everywhere, one finds that the sum
of the two surface integrals on the right-hand side of the
above relationship vanishes:

Figure 1

JB(r) ) ∑
j

Jj
B(r) (1)

∫V
∇ ·JB dV )∫Q

JB · dq + ∫S
JB ·ds
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Expanding the volume V enclosing the region R1 up to
infinity, that is, taking an increasingly larger surface S and
a wider portion Q of plane P, one has that limQfP ∫SJB ·ds
) 0, a condition satisfied for well-behaved molecular wave
functions going smoothly to zero at infinity. Consequently,
the integral of the current density crossing any arbitrarily
chosen plane cutting a molecular domain vanishes, i.e.

In practical calculations the field ∇ ·JB is not zero and eq 2
is not exactly fulfilled, except for symmetry reasons, as, for
example, for every plane containing an even symmetry axis
parallel to the inducing magnetic field B, or when plane P
is a symmetry plane perpendicular to B. In all other cases
the magnitude of the integral in eq 2 approaches zero on
improving the quality of the calculation.

Let P be a plane bisecting at right angles a given bond
between atoms K and L and let p be a normal unitary vector

pointing from K to L. The cross section of the current density
over P is given by

The cross section J⊥
B is a two-dimensional scalar field, having

extremum points distributed around the center of the K-L
bond. For each of these extrema a domain of integration of
J⊥

B can be defined as the area inside a contour line containing
only that extremum point and no other point of maximum
or minimum. The contour line value is set as close to zero
as possible in agreement with the above condition. Then, if
N is the number of domains, the net current strength for the
selected bond is given by34

When the current flowing about a given bond is characterized
by a substantially local vortical regime, the value of the
integral in eq 4 for that bond will be vanishingly small.

Figure 2. Current density cross sections for a plane perpendicular to a C-C bond in benzene and passing through the bond
center: (a) π electron contribution; (b) σ electron contribution; (c) all electrons; (d) top view showing the profile of the cutting
half-plane. The perturbing magnetic field of unitary magnitude is perpendicular to the molecular plane and in (a)-(c) is pointing
from bottom to top. Solid (dashed) contour lines denote positive (negative) values of J⊥

B corresponding to the outgoing (incoming)
direction of the current density. Red dots locate a maximum of the cross section (within regions bound by solid contour lines)
or a minimum (within regions bound by dashed contour lines), whose values are reported in atomic units. The small blue dot in
(c) locates a saddle point in the outgoing current region. Green contour values are halved step by step, starting from the 80%
inner extremum. The red contour at 10-3 au encloses the domain used to compute current strengths.

∫Q
JB ·dq + ∫S

JB ·ds ) 0

∫P
JB ·dq ) 0 (2)

J⊥
B ) JB(r) ·p (r∈P) (3)

∑
I)1

N ∫I
JB ·dp (4)
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Conversely, a value different from zero is a measure of
current delocalization.

Calculations have been carried out for benzene, planarized
cyclooctatetraene, borazine, cyclopropane, and Al4

2-. For
all the molecules but Al4

2-, optimized geometries have been
obtained at the RHF level using the (13s10p5d2f/8s4p1d)
basis set of uncontracted Gaussian functions (see the Sup-
porting Information for details). For Al4

2- the optimal
equilibrium geometry has been obtained at the RHF level
using the 6-311+G(3df) basis set, as in ref 17. Origin-
independent CTOCD-DZ current densities, computed at the
coupled Hartree-Fock (CHF) level, using the same basis
set adopted for the geometry optimization, have been

obtained and partitioned into π and σ contributions. Bond
cross sections for π, σ, and total current densities have been
computed via eq 3. Integration domains have been deter-
mined according to the above algorithm; π, σ, and total
current strengths have been calculated via eq 4. Throughout
this study, a magnetic field with a strength of 1 au is assumed
within the linear approximation.

3. Results and Discussion

3.1. Benzene. Cross sections of the first-order current
density induced by a unitary magnetic field perpendicular
to the molecular plane of benzene are shown in Figure 2.
These cross sections have been computed via eq 3 for the
half-plane bound by the C6 axis of symmetry, extending
toward the tail molecular regions and bisecting one of the
C-C bonds, as shown in panel (d).

As can be observed, the cross section of the total current
density in panel c is in good agreement with the cross section
reported in Figure 5 of ref 18. However, it should be
remarked that (i) the total cross section is equal to the sum
of the π and σ cross sections shown in panels (a) and (b),
respectively, (ii) a substantial fraction of the outgoing total
current returns through the region bound by the dashed
contours as a result of the local diatropic vortex circulation

Table 1. Current Strengths (nA/T) Computed for Benzenea

contribution out in net

π 5.9 + 5.9 0 11.7
σ 7.9 -6.8 1.1
all-electron 17.7 -4.9 12.8

a For each row, the sum of “out” and “in” terms matches the
“net” result within numerical integration errors. This is also true for
the sum of the σ and π contributions in the last column, but not for
the columns labeled “out” and “in”, since the “out” and “in”
integration domains in the all-electron cross section differ from
those of the σ and π cross sections, as can be clearly observed in
the figures.

Figure 3. Current density cross sections for a plane perpendicular to a C-C single bond in planarized cyclooctatetraene and
passing through the bond center: (a) π electron contribution; (b) σ electron contribution; (c) all electrons; (d) top view showing
the profile of the cutting half-plane. See the Figure 2 caption for other details. The small blue dot in (c) locates a saddle point
in the incoming current region.
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about the selected C-C bond (see Figure S1 of the
Supporting Information), (iii) this localized regime of current
is sustained only by the σ electrons, and (iv) the π current
is fully delocalized as documented by the absence of
incoming current in the cross section shown in panel (a).

In panel (c), the two red dots outside the carbon ring, on
both sides of the molecular plane, correspond to maximum
values of the total cross section. They result from the
superposition of the two outgoing π current distributions,
having maxima above and below the molecular plane, with
the outgoing σ current distribution, having a single maximum
over the molecular plane. Since the π current is vanishing
over the molecular plane, the maximum value of the σ cross
section becomes a saddle point in the total cross section,
which is marked with a small blue dot in the figure. The
superposition of the two outgoing π current distributions with
the incoming σ current distribution inside the carbon ring
does not alter the position of the minimum, which is the
same in both σ and total cross sections.

In light of the above analysis, the claim made in ref 18
that “the strongest diatropic ring current flows on the outside
of the ring and in the ring plane” cannot be justified by the
current profile along a unique direction. Actually, starting
from the maximum value of the σ cross section and moving
perpendicularly to the molecular plane, the total cross section
becomes greater, as required by the presence of the π ring
current.

The current strengths collected in Table 1 provide a
quantitative confirmation. They have been computed via eq
4, integrating the current density cross sections shown in
Figure 2 over the domains enclosed within the red contour
lines at 10-3 au. A smaller contour line value, i.e., larger
integration domains, does not produce a significant effect
on the computed current strengths. First of all, we observe
a fairly good agreement between the all-electron current
strengths and the results of ref 18 despite the different
methods of calculation. Then we observe that the π contribu-
tion is fully delocalized, giving a net current strength of 11.7
nA/T, equally partitioned on both sides of the molecular
plane.

The calculated σ current strengths are 7.9 nA/T for the
outgoing current and -6.8 nA/T for the incoming current.
A large fraction of these two current strengths is provided
by the local diatropic vortex circulating about the C-C bond.
Surely, the net current strength of 1.1 nA/T of the σ electrons

Table 2. Current Strengths (nA/T) Computed for Planar
Cyclooctatetraenea

contribution out in net

π 0 -9.0 - 9.0 -18.0
σ 6.5 -7.6 -1.1
all-electron 3.6 -22.8 -19.2

a See footnote a of Table 1.

Figure 4. Current density cross sections for a plane perpendicular to a B-N bond in borazine and passing through the bond
center: (a) π electron contribution; (b) σ electron contribution; (c) all electrons; (d) top view showing the profile of the cutting
half-plane. B/N atoms are in yellow/blue. See the Figure 2 caption for other details.
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is delocalized, and therefore, it contributes to the diatropic
ring current. The computed all-electron net current strength
is 12.8 nA/T, which provides a quantitative measure of the
diatropic ring current in benzene. From these figures, we can
conclude that 91.4% of the diatropic ring current of benzene
is transported by the π electrons and the remaining non-
negligible 8.6% is sustained by the σ electrons.

3.2. Planarized Cyclooctatetraene. Cross sections of the
first-order current density induced by a unitary magnetic field
perpendicular to the molecular plane of planarized cyclooc-
tatetraene are shown in Figure 3. These cross sections have
been computed via eq 3 for the half-plane bound by the C4

axis of symmetry, extending toward the tail molecular regions
and bisecting one of the single C-C bonds, as shown in
panel (d).

As can be observed in panel (a), the π electron cross
section is reversed with respect to benzene and the absence
of outgoing π current is consistent with a large paratropic

ring current. The σ cross section in panel (b) is similar to
that in benzene, except that the incoming current seems to
extend on a bit larger area than that of the outgoing current
(see Figure S2 of the Supporting Information). The total cross
section in panel (c) can be discussed much in the same way
as in benzene. In this case the two red dots on both sides of
the molecular plane appear inside the carbon ring and
originate from the superposition of the incoming π and σ
currents. The distance of these points from the molecular
plane is larger than in benzene, documenting the larger effect
of the paratropic π ring current.

Current strengths are reported in Table 2. Also in this case
we observe a substantial agreement between the all-electron
current strengths evaluated here and those of ref 18. The π
contribution is fully delocalized, giving a net current strength
of -18.0 nA/T, equally partitioned on both sides of the
molecular plane.

The calculated σ current strengths are 6.5 nA/T for the
outgoing current and -7.6 nA/T for the incoming current.
In this case, the incoming current prevails over the outgoing
current, giving a negative net current strength for the σ
electrons of -1.1 nA/T, which contributes to the total
paratropic ring current. The computed all-electron net current
strength is -19.2 nA/T, which shows that the paratropic ring
current of planar cyclooctatetraene is, in absolute value, 50%

Figure 5. Current density cross sections for a plane perpendicular to a C-C bond in cyclopropane and passing through the
bond center: (a) π-like contribution computed as the sum of plane antisymmetric current density orbital contributions; (b) σ
contribution computed as the sum of plane symmetric current density orbital contributions; (c) all electrons; (d) top view showing
the profile of the cutting half-plane. See the Figure 2 caption for other details.

Table 3. Current Strengths (nA/T) Computed for Borazinea

contribution out in net

π 1.2 + 1.2 -0.3 - 0.3 1.8
σ 6.2 -5.9 0.3
all-electron 8.5 -6.4 2.1

a See footnote a of Table 1.

3348 J. Chem. Theory Comput., Vol. 6, No. 11, 2010 Monaco et al.



stronger than in benzene. From these figures, we conclude
that 94% of the paratropic ring current of planar cyclooc-
tatetraene is transported by the π electrons and the remaining
6% is sustained by the σ electrons.

3.3. Borazine. Cross sections of the first-order current
density induced by a unitary magnetic field perpendicular
to the molecular plane of borazine are shown in Figure 4.
These cross sections have been computed via eq 3 for the
half-plane bound by the C3 axis of symmetry, extending
toward the tail molecular regions and bisecting one of the
B-N bonds, as shown in panel (d).

Borazine represents an interesting example, as the non-
aromatic character of the molecule is well documented by
the π cross section shown in panel (a). In this case, a large
fraction of the outgoing π current is connected to the
incoming π current on both sides of the molecular plane, as
a consequence of the substantially local vortical regime of

the π circulation. The σ cross section shown in panel (b) is
almost identical to that of benzene. Owing to the much
weaker π contribution, the total cross section in panel (c)
does not show the red dot pair.

Current strengths are displayed in Table 3. As expected,
the π contribution is small and partially reduced owing to
the local character of the flow of the π current. Nonetheless,
a net π current strength of 1.8 nA/T has been computed.

The calculated σ current strengths are 6.2 nA/T for the
outgoing current and -5.9 nA/T for the incoming current.
Therefore, the net current strength for the σ electrons is
negligible, documenting an almost completely local regime
of the current sustained by the σ electrons (see Figure S3 of
the Supporting Information). The computed all-electron net
current strength is 2.1 nA/T, which is typical of a weak
diatropic ring current.

3.4. Cyclopropane. The nine valence molecular orbitals
of cyclopropane can be split into six plane symmetric and
three plane antisymmetric orbitals with respect to the σh plane
of the carbon atoms. For a magnetic field perpendicular to
that plane, the plane symmetric orbitals provide the σ
contribution to the induced current density while the plane
antisymmetric orbitals give a π-like contribution.

Cross sections of the first-order current density induced
by a unitary magnetic field perpendicular to the molecular

Table 4. Current Strengths (nA/T) Computed for
Cyclopropanea

contribution out in net

π-like 0.3 + 0.3 -0.0 - 0.0 0.5
σ 11.0 -1.3 9.7
all-electron 11.5 -1.4 10.2

a See footnote a of Table 1.

Figure 6. Current density cross sections for a plane perpendicular to an Al-Al bond in Al42- and passing through the bond
center: (a) contribution from the 2a2u π HOMO; (b) contribution from the 5a1g + 2b2g + 4b1g + 5eu + 4a1g σ valence orbitals; (c)
all electrons; (d) top view showing the profile of the cutting half-plane. The red contour at 10-4 au encloses the domain used to
compute current strengths. See the Figure 2 caption for other details.
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plane of cyclopropane are shown in Figure 5. These cross
sections have been computed via eq 3 for the half-plane
bound by the C3 axis of symmetry, extending toward the
tail molecular regions and bisecting one of the C-C bonds,
as shown in panel (d).

As can be observed in panel (a), the π-like cross section
is weak and shows an outgoing current connected to a smaller
incoming current on both sides of the molecular plane. The
σ cross section displayed in panel (b) is much larger and, as
in all previous cases, shows an outgoing current outside the
carbon cycle and an incoming current inside the carbon cycle.
Quite remarkably, for cyclopropane, incoming and outgoing
σ currents are very different in regard to magnitude and
extension, the external current largely prevailing over the
internal current (see also Figure S4 of the Supporting
Information). It should also be noted that the σ cross section
is rather elongated on both sides of the σh plane of the carbon
atoms up to the region about the hydrogen atoms. This fact,
together with the bifurcation of the cyclopropane ring current
in proximity of the methylene unit,20,35 suggests that both
in-plane and out-of-plane circulations take place. The
comparison of the total cross section in panel (c) with the σ
cross section in panel (b) shows only minimal differences,
thus revealing the very low importance of the π-like current.

Current strengths are reported in Table 4. As can be seen,
the π-like current strength is negligible, its net value being
as small as 0.5 nA/T. The calculated σ current strengths are
11.0 nA/T for the outgoing current and -1.3 nA/T for the
incoming current. The large difference accounts for a net
diatropic σ ring current whose strength (9.7 nA/T) is
comparable to that of the π ring current of benzene.

The calculated all-electron current strengths given in the
last row of Table 4 are in good agreement with the results
of ref 18. Considering the all-electron net current strength
of 10.2 nA/T, we can conclude that 95% of the diatropic
ring current of cyclopropane is transported by the σ electrons
and the remaining 5% is sustained by the π-like electron
distribution. There is convincing evidence that the cyclo-
propane σ ring current is composed by in-plane and out-of-
plane circulations.

3.5. Al4
2-. The Al4

2- subunit was initially indicated to
be a π aromatic species, allowing for its detection by
photoelectron spectroscopy.36 On the other hand, direct
calculation of the induced current density in Al4

2-, using
the ipsocentric method, confirmed the existence of a diatropic
ring current, but almost entirely attributed to σ electrons.37

This result was contradicted by CMO-NICS(0) calculations,15

which yield a π contribution to the NICS (-17.8) larger than
the σ one (-11.1), and by bond current strength calculations,
performed with the GIMIC method,16 which show substan-
tially equal π and σ contributions. In a successive analysis,17

both the CMO-NICS(0) and the GIMIC conclusions were

shown to be largely incorrect and the prevailing role of σ
electrons with respect to a (however) nonvanishing contribu-
tion from π electrons was reaffirmed. It is now interesting
to check the validity of the latter result against the quantita-
tive predictions provided by our approach.

Cross sections of the first-order current density induced
by a unitary magnetic field perpendicular to the molecular
plane of Al4

2- are shown in Figure 6. These cross sections
have been computed via eq 3 for the half plane bound by
the C4 axis of symmetry, extending toward the tail molecular
regions and bisecting one of the Al-Al bonds, as shown in
panel (d).

The absence of incoming currents in both π and σ cross
sections, shown in panels (a) and (b), respectively, is
consistent with a complete delocalization of the currents
sustained by the valence electrons of Al4

2-. However, the σ
cross section is much larger, by nearly 1 order of magnitude.

Current strengths are reported in Table 5. As can be seen,
the π current strength is not negligible, its value being 4.2
nA/T. The calculated σ current strength is 24.0 nA/T. The
total current strength of 28.4 nA/T is in rather nice agreement
with the value reported in ref 16 of 28.1 nA/T, despite the
different method and basis set.

From these figures, we conclude that 85% of the diatropic
ring current of Al4

2- is transported by the σ valence electrons
and the remaining 15% is sustained by the two π valence
electrons. This result is in good agreement with the conclu-
sion reported in refs 37 and 17 depicting Al4

2- as a σ
aromatic molecule.

4. Conclusions
Origin-independent CTOCD-DZ current densities induced
by a magnetic field perpendicular to the σh planes of benzene,
planarized cyclooctatetraene, borazine, cyclopropane, and
Al4

2- have been partitioned into π and σ contributions. In
benzene and planar cyclooctatetraene, current density bond
cross sections show that the π electrons sustain fully
delocalized currents whereas the σ electrons sustain largely
localized currents. These results confirm the widespread
notion that the ring current in aromatic benzene and
antiaromatic cyclooctatetraene is transported by the π
electrons on both sides of the ring. A small fraction of the
total ring current is transported also by the σ electrons. In
the nonaromatic borazine the π electron current is mainly
localized around nitrogen atoms; however, a small fraction
circulates all over the ring. The ring current of cyclopropane
has a net σ character. The Al4

2- cluster is confirmed to be
mainly σ aromatic on the magnetic criterion.

In the present paper we show that within the orbital
approximation the π and σ contributions to the current can
be quantitatively estimated, which will be helpful in all cases
in which the two contributions are of comparable magnitude.
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Supporting Information Available: Proof of the clear-
cut partition of the first-order magnetic field induced current

Table 5. Current Strengths (nA/T) Computed for the Al42-

Cluster

contribution out ) net

π 2.1 + 2.1
σ 24.0
all-electron 28.4
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density distribution into π and σ contributions for systems
containing a symmetry plane immersed in a perpendicular
magnetic field, optimized Cartesian coordinates of the
investigated molecules, sum rules for charge conservation,
and current density maps on the molecular planes for a
unitary and perpendicular magnetic field. This material is
available free of charge via the Internet at http://pubs.acs.org.
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Abstract: In this article, we introduce a least-squares minimization scheme for optimizing
molecular structures with mixed quantum mechanics (QM) and molecular mechanics (MM)
multilayer models. A mixed-coordinate optimization framework was developed. The QM and
MM regions are modeled with redundant internal coordinates and Cartesian coordinates,
respectively. Within this mixed-coordinate system, a least-squares minimization method using
the quasi-Newton step as the evaluation of error is constructed. The couplings between layers
are treated rigidly in accordance with the mechanical embedding approach, and the MM Hessian
is approximated as a scalar constant of the root-mean-square QM Hessian eigenvalues. Both
two-layer and three-layer models were tested. The performance of the method developed herein
shows consistently stable and fast convergence.

I. Introduction

Computational science has been very successful in many
research areas, including chemistry, physics, materials, and
biology. Computational efforts are applied to large systems
of ever increasing size, such as biomolecules, polymers, and
nanostructures with hundreds to thousands of atoms and
electrons. Molecular mechanics, which scales linearly with
respect to the system size at the cost of computational
accuracy, is often the method of choice for large-scale
systems. On the other hand, as the accuracy becomes more
and more important in computational research, there is a
strong need for using first-principles based methods for
studying electronic structures of large systems. However, the
requirement of computational resources for this need has
outpaced advances in computer hardware because ab initio
calculations scale nonlinearly with respect to the system size.
A method that strikes a better balance between computational
cost and accuracy is the mixed quantum mechanics and
molecular mechanics (QM/MM) model1-4 or the ONIOM
model, which has shown enormous success in biochemical
research fields (see refs 5-9 for recent reviews on QM/MM).

In the QM/MM model, first-principles methods are used to
describe electronic structures of chemically important sub-
spaces while the rest of system is modeled by molecular
mechanics force field theories. The interaction between these
two subspaces is treated with embedding methods, such as
the mechanical and electrostatic embedding approaches.

While energetics calculations based on the QM/MM or
ONIOM model have been well defined in the literature,
geometry optimization methods for such models are less
frequently addressed, due to a 2-fold difficulty. First, the MM
subspace often consists of thousands of atoms. An optimiza-
tion method must be able to handle such a large geometric
space efficiently and at an affordable computational cost.
Second, optimization of the QM subspace is often carried
out in internal coordinates with redundancy,10-13 while the
MM subspace is described by nonredundant Cartesian
coordinates. Geometry optimization in such a mixed-
coordinate space is generally difficult, and an algorithm often
treats the two subspaces independently.14-18 For example,
the microiteration algorithm assumes that the QM subspace
is stationary when optimizing the MM region. A conventional
quasi-Newton based optimization method is then taken to
optimize the QM region while holding the MM region
intact.19 Such an optimization scheme is rather successful
and has become the standard for optimization of multilayer

* Corresponding author e-mail: li@chem.washington.edu.
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‡ Gaussian Incorporated.
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mixed QM and MM models. A more recent effort by Vreven
et al. computes explicit coupling between QM and MM
layers in the Hessian matrix.20 This approach is very useful
in transition-state searches but is generally computationally
expensive due to the explicit computation and handling of
the full second-derivative matrix.

In this article, we introduce a different optimization
concept for QM/MM or ONIOM models. We will present a
geometry optimization algorithm that optimizes both QM and
MM subspaces simultaneously. The underlying motivation
is to develop a method that is generalized to be able to handle
a mixed-coordinate system and is essentially independent of
the construction or division of the system into layers. The
following notations will be used in this article extensively:
R and gR are vector and energy gradients in the general
coordinate subspace; Q and gQ are vector and energy
gradients in redundant internal coordinates for the quantum
mechanical (QM) subspace; X and gX are vector and energy
gradients in Cartesian coordinates for the molecular me-
chanical (MM) subspace; {ci} are variational parameters for
the least-squared minimization; H is the Hessian (energy
second derivatives).

II. Algorithm

In the search space defined by {Ri}, an optimization
algorithm can be designed to look for a new vector R* that
is associated with the minimal error. One of the most popular
forms of the desired new vector in geometry and wave
function optimization is the linear combination of the search
space

With the definition of the new vector in eq 1, an associated
error function f (R*) can be constructed. Minimizing the
square of f (R*) with respect to variational coefficients {ci}
leads to a set of coupled equations, which can be solved for
{ci} that minimize f.2 Optimization algorithms using eq 1
as the new vector are often referred to as the direct inversion
in the iterative subspace (DIIS) method.21-24

The key to the success of the DIIS algorithm is the choice
of error function. In the context of geometry optimization,
the error function f can be a measure of energy ∆E,25-27

gradient g,21,22 or distance ∆R23,24,27 to the minimum on
the local potential energy surface (PES). In the current paper,
the following error function is considered

Equation 2 uses the distance ∆R to the local minimum as
an evaluation of the error. ∆R can be calculated with the
Newton-Raphson or quasi-Newton approach

The stability of the quasi-Newton approach can be enhanced
by controlling the step size using the rational function
optimization technique (RFO)28,29 or the trust radius model

(TRM).30-36 According to the nature of this method, we will
refer to it as quasi-Newton-DIIS (QN-DIIS). Minimization
of eq 2 can be performed in a least-squares sense, written in
a linear algebraic equation in matrix form22

where ai,j ) (gi
T ·H-1) · (gT

j ·H-1)T. Solving eq 4 is compu-
tationally trivial, and the solution {ci} minimizes the square
of the error function in eq 2. Equations 1-4 illustrate the
least-squares minimization approach for geometry optimiza-
tion with a uniform coordinate system. For a mixed-
coordinate system, such as those described by the QM/MM
or ONIOM model, the QM and MM subspaces are repre-
sented by the internal (Q) and Cartesian (X) coordinates,
respectively. Internal coordinate space is known for its fast
convergence, as it is a natural choice for molecular structures
and vibrations. However, internal coordinate spaces are often
associated with a large number of redundancies. Such
redundancy is certainly not computationally cost effective
for the large MM subspace, which often includes thousands
of atoms. Therefore, a widely used approach is to represent
the MM subspace using the Cartesian coordinates. We herein
define a generalized QM/MM or ONIOM coordinate space

The DIIS search space is then defined by {Ri} as usual.
The QN-DIIS approach as described in eqs 1-4 requires

computation of the Hessian

where HQQ and HXX are Hessian matrices for the QM and
MM subspaces, respectively, and HQX ) HXQ are related to
the couplings between these two subspaces. For the relatively
small QM subspace, computationally expensive analytical
evaluations of the second derivatives are replaced with a
numerical Hessian update scheme, such as BFGS,37-40

SR1,41 and PSB,42,43 to obtain an accurate QM Hessian HQQ.
However, due to its large dimension, calculation and
manipulation of the MM Hessian HXX are not computation-
ally practical. One simple approach is to approximate HXX

as a scaled identity matrix R · I. In this implementation, the
MM weighting factor R takes on the following form

where λ’s are the Hessian eigenvalues of the QM subspace
and M is the number of nonredundant QM coordinates.
Equation 8 is constructed in order to equally weigh both QM
and MM subspaces in the DIIS equation.

R* ) ∑
i

ciRi and ∑
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ci ) 1 (1)
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In principle, the off-diagonal coupling term HQX in eq 7
needs to be computed explicitly as it gives rise to the
interaction between the two subspaces. Within the framework
of QM/MM or ONIOM, various embedding approaches are
used to treat the two subspaces independently via linking
atoms and/or electrostatic point charges. To some extent, such
a treatment implicitly decouples the QM and MM subspaces.
Therefore, one can conveniently choose HQX ) 0 in eq 7.

With approximations described above, eq 7 can be
rewritten as

The quasi-Newton step in the QM/MM space can be defined
as

With this definition, the QN-DIIS equation (eq 4) can be
easily constructed and solved and an optimization step can
be taken as

The performance of the optimization scheme using DIIS
critically depends on the quality of the approximated Hessian.
Negative or saddle point Hessians are generally difficult to
correct using the DIIS method. In the GDIIS method
previously developed by Farkas,24 additional controls on the
direction and step size of the DIIS step were implemented.
These controls were used to correct for possible bad Hessian
approximations and to ensure a downhill optimization. In
this implementation, these controls were replaced by using
the standard RFO approach to preoptimize the structure into
a near quadratic potential well with a positive definite
Hessian in the spirit of the hybrid optimization method.26

Nevertheless, the QN-DIIS method implemented here is
formulary equivalent to the GDIIS method in ref 24. On the
other hand, one could, in principle, use the energy-based
linear squares minimization approach, such as the GEDIIS
method.26 However, the GEDIIS approach for mixed-
coordinate systems is not ideal in this scenario mainly
because changes of energy in the Cartesian coordinate system
along various degrees of freedom are strongly coupled.

After the RFO approach preoptimizes the structure to near-
quadratic well, the overall optimization algorithm for QM/
MM proceeds as follows. Gradients for both QM and MM
subspaces are computed in the Cartesian coordinates. The
QM Cartesian gradients are transformed into the internal
coordinate space. The QM Hessian is updated, and the MM
scaling factor R is calculated (eqs 8 and 9). The quasi-
Newton step of the whole QM/MM or ONIOM space is
constructed for all saved points using the current Hessian
(eq 10). The DIIS equation is solved, and a new optimization
step is taken (eq 11). The QM internal coordinates are
transformed back to the Cartesian coordinates for gradient
calculations. MM microiterations are carried out so that MM

gradients are at the same convergence level as the QM
gradients (gX e gQ).

III. Benchmarks and Discussion

Optimizations were carried out on a SGI Atlix 450 worksta-
tion (Intel dual core-Itanium 1.6 GHz with 48GB of RAM)
using the development version of the GAUSSIAN44 suite
of programs with the implementation of the QM/MM
optimization algorithm presented here. For all methods tested
here, the optimization is considered converged when the
maximum g is less than 0.00045 au, the root-mean-square
(rms) g is less than 0.00030 au, the maximum ∆R is less
than 0.0018 au, and the rms ∆R is less than 0.0020 au. The
hybrid optimization scheme is used in this work. Simple RFO
steps are taken to search for a good local potential well before
the DIIS algorithm is used to optimize the system to the
minimum (see refs 26 and 27 for details). Usually, the initial
RFO search for a local potential well takes one-third to one-
fifth of the total number of geometry optimization steps.

The first test case is a two-layer model of the C8H18

molecule (Figure 1) using the ONIOM approach. The
embedding method is mechanical with hydrogen as the
linking atom. In this model, the ending methyl group is
modeled with the HF/STO-3G level of theory, while the rest
of system is modeled with Amber force field theory.
Convergence profiles of rms gQ and gX are plotted in Figure

H ) (HQQ 0
0 R · I ) (9)

∆RT ) -gQ
T · HQQ

-1 - gX
T · R-1 (10)

RN+1 ) R* + ∆R* ) ∑
i)1

N

ci · Ri - ∑
i)1

N

ci · gi
T · H-1

(11)

Figure 1. Force convergence profiles during optimizations
of the two-layer ONIOM model of C8H18. Layer A is modeled
with the HF/STO-3G level of theory, and layer B is modeled
with the Amber45 force field.
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1. As described in the previous section, several MM
microiterations using the conjugated gradient method are
carried out in each optimization step. As a result, the rms
gX converges faster than the rms gQ. The overall optimization
profile is smooth and efficient for this two-layer test case.
Optimizations for three-layer ONIOM systems are more
difficult as the middle layer is often connected to both the
higher and lower layers. Such a situation adds an implicit
constraint and complexity to the optimization problem. Figure
2 depicts a three-layer ONIOM model for the C8H18

molecule, where B3LYP/STO-3G, HF/STO-3G, and Amber
force field theories are used to model the three layers. As an
extension to the method described above, all QM layers are
treated as independent subspaces, provided with the analytical
first derivatives and updated Hessians for each layer. The
couplings between QM layers are through the mechanical
embedding method with hydrogen as the linking atom. The
full gradient and Hessian for such a three-layer case can be
written as

where HQQ-I and HQQ-II are updated Hessians for the two
QM layers and R is computed using eq 8 with a summation
over all QM variables. The performance of the optimization
method introduced here for a three-layer ONIOM model is
shown in Figure 2. With the three-layer ONIOM model, the
optimization method also exhibits smooth and fast conver-
gence behavior similar to that of a two-layer model. For both
two-layer and three-layer models, the fast convergence of
the MM force at the beginning of the optimization process
is a result of the microiteration approach for the MM region.
The importance of the DIIS approach comes into play at the
later stage of the optimization when both QM and MM layers
are in the near-quadratic potential well. For the test cases
presented herein (Figures 1 and 2), the DIIS optimization
scheme starts from the fourth step.

Figure 3 shows a two-layer ONIOM model for the
bacteriorhodopsin. In this system, there are 3568 atoms
modeled by Amber force field and 56 atoms by B3LYP/3-
21G. The test is compared with the conventional RFO
approach with microiterations to fully converge the MM layer
at each step and the full quadratic method.20 All three

Figure 2. Force convergence profiles during optimizations
of the three-layer ONIOM model of C8H18. Layer A is modeled
with the B3LYP/STO-3G level of theory; layer B is modeled
with the HF/STO-3G level of theory; layer C is modeled with
the Amber45 force field.

g ) (gQ-I gQ-II gX)T (12)

H ) (HQQ-I 0 0
0 HQQ-II 0
0 0 R·I ) (13)

Figure 3. Comparison of optimization energy profiles using
the multiplayer DIIS, conventional RFO, and full quadratic
approaches for the two-layer ONIOM model of bacteriorho-
dopsin. The high-level layer (ball-and-stick) is modeled with
the B3LYP/3-21G level of theory; the low-level layer (wire-
frame) is modeled with the Amber45 force field.
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methods considered here are able to converge such a large
system within a reasonable number of steps (<34 geometry
steps). Since the energy difference between the three
optimized structures is <0.5 kcal/mol, they are considered
to be at the same potential minimum. The optimization
pathways are very similar in both RFO and DIIS test cases
as they are quasi-Newton approach based methods. There
are a number of unproductive oscillations at the beginning
of the optimization process exhibited by both the RFO and
the DIIS approaches. This is due to a lack of explicit coupling
in the full Hessian between layers. On the other hand, with
a proper treatment of the coupling, the full quadratic
optimization is very smooth, however, at a much higher
computational cost. The overall computational cost taken by
the full quadratic optimization is more than three times that of
the RFO or DIIS approach. While both RFO and DIIS methods
take a similar number of steps to finish the test job and converge
to a same minimum, the multilayer DIIS methods costs less
than the conventional RFO method. In the multiplayer DIIS
method, the MM region does not need to be converged at each
optimization step because the MM geometry errors are taken
into account in the least-squares minimization scheme. As a
result, the overall computational savings using the method
introduced here is about 25% compared to that of using the
RFO method with microiterations.

IV. Conclusion

In this article, we introduced a method for optimizing
molecular structures with multilayer models, such as QM/
MM and ONIOM. A mixed-coordinate least-squares opti-
mization framework was developed and generalized for QM
and MM regions represented by redundant internal coordi-
nates and Cartesian coordinates, respectively. Both two-layer
(QM:MM) and three-layer (QM:QM:MM) models were
tested. The performance of the method developed herein
shows consistently smooth and fast convergence.
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Abstract: We revised the quantum model of Amovilli and Mennucci (J. Phys. Chem. B 1997,
101, 1051) to include the dispersion contribution to the solvation free energy within the framework
of continuum models. Our revised formulation makes use of a single adjustable solvent-
dependent parameter, and it can be readily generalized to different quantum mechanical
descriptions. In particular, we made use of DFT and applied the model to investigate dispersion
effects on vertical excitation energies within a time-dependent DFT framework. Our findings
show that dispersion effects constitute a significant component of the absolute solvent effect
but when relative solvent-solvent shifts are considered a cancellation effect is observed.

1. Introduction

A faithful description of the molecular properties and
processes has to take into account the possible presence of
the environment surrounding the system under investigation.
This clearly increases the modeling complexity as it is
evident when, e.g., the number of interacting subsystems in
a liquid solution (chemical processes are almost always
involving liquid phases) is considered. In order to tackle such
complexity, many strategies have been proposed to simplify
the problem. The choice of the specific strategy is dictated
by the problem under investigation. In the case of the
modeling of electronic structure properties, it is necessary
to adopt a quantum-mechanical description of the investi-
gated system, whereas the reminder can be dealt with at a
lower level of accuracy. Within this framework, a successful
approach is constituted by continuum models, where the
environment is described by a structureless medium char-
acterized by a set of parameters in order to model its
interactions with the molecular system.

Such interactions are then introduced in the quantum-
mechanical description of the molecular system as additional
terms in the molecular Hamiltonian operator.1 The correct
description is formally achieved by defining an idealized

solvation process, where all interactions are “switched on”
from the ideal situation of two infinitely separated systems
(the isolated solute and the pure solvent) to the fully
interacting system (the solvated molecule). The first step of
this ideal process is generally connected to the creation of a
cavity in the solvent, where the solute molecule is accom-
modated. The energy involved in this process is commonly
called the cavitation energy. The solute is then placed inside
the cavity and allowed to interact electrostatically with the
solvent. The electrostatic interaction is a purely classical term,
and hence, its expression is well defined within continuum
methods. Other nonelectrostatic interactions are intrinsically
connected to the quantum nature of both solute and solvent,
and it is therefore less obvious how to express them when
the solvent is replaced by a continuum. One possible strategy
comes from the theory of weakly interacting quantum
systems where such interactions are dealt with as small
perturbations to the Hamiltonians of the two isolated systems.
The main terms in such treatment are called dispersion and
repulsion, and they can loosely be connected to the attractive
and repulsive terms of the Lennard-Jones (LJ) potential.

The free energy of solvation of a molecular solute can then
be expressed as the sum of the above-mentioned contributions

where we neglected the contribution due to internal degrees of
freedom.

* Corresponding author e-mail: luca.frediani@uit.no.
† University of Tromsø.
‡ University of Pisa.

Gsol ) Gel + Gcav + Gdisp + Grep (1)
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Historically, most continuum models have been developed
to treat the electrostatic contribution to Gsol, but several
proposals to include nonelectrostatic contributions have been
formulated: the interested reader can find a review of the
various methodologies developed so far in refs 1 and 2. Most
such methodologies focused on reproduction of solvation
energies only and they were therefore developed in a
semiclassical framework.3-5

The growing interest in the modeling of molecular
properties that depend on the electronic structure, however,
requires the development of a fully quantum mechanical
approach to the determination of all solute-solvent interac-
tions, including dispersion and repulsion. In this way both
electrostatic and nonelectrostatic energy contributions can
be fully integrated in the Hamiltonian operator. Practical
expressions for dispersion and repulsion have been developed
by Amovilli6 based on the theory of weak intermolecular
forces7 and later reformulated within the polarizable con-
tinuum model1,2 (PCM) by Amovilli and Mennucci.8

This formulation allows for the dispersion and repulsion
contributions being included in response property computa-
tions. The approach has been used in a coupled perturbed
Hartree-Fock (CPHF) framework to compute electronic
(hyper)polarizabilities9 and in a CASSCF framework to
obtain vertical excitation energies.10

In the present work we will further develop the model by
focusing on the dispersion term for which we propose a new
parametrization that can easily be adapted to the chosen QM
description of the electronic structure. By making use of
density functional theory (DFT), we will then apply the
method to the calculation of vertical excitation energies
within a time-dependent DFT framework.

The paper is organized as follows: in section 2, a brief
resume of the theoretical method will be given together with
its extension to TDDFT equations. In section 3, the method
will be parametrized according to new fitting strategy and it
will be applied to study dispersion effects on excitation
energies of various small- and medium-sized molecules in
different solvents. Finally, in section 4, some conclusive
remarks will be given.

2. Methods

2.1. Approximating the Dispersion Term to a Practi-
cal Form. Following refs 6 and 8, we begin our approxima-
tions by discarding the detailed molecular nature of the
solvent and adopting a PCM-like description in terms of
apparent surface charge distributions. Within this framework,
the dispersion interaction contribution to the solvation Gibbs
energy of eq 1 can be defined as

where indexes a and i run over the virtual and occupied
orbitals of the solute molecule, respectively, ∆εai is the orbital
energy difference between orbitals a and i, Γ refers to the
cavity surface, and σ(s; Fia, ε(iω)) is the apparent surface

polarization charge at point s due to the solute transition
charge distribution Fia and the solvent frequency-dependent
dielectric constant ε(iω) evaluated at the imaginary frequency
iω.

We further assume that in the case of dispersion, mutual
interaction of the induced surface polarization charges does
not play a significant role in the solvation energy. This
assumption can be justified in light of the fact that dispersion
interactions are mostly between two bodies (compare, e.g.,
to the two-body LJ potential), at least in nonmetallic
materials. The surface charges can then be assumed to be
proportional to the component of the electric field due to
the charge distribution perpendicular to the cavity surface,
Eia,8 so that

where η is the refractive index of the continuum at optical
frequencies and Ω ) ηI, with I being the first ionization
potential of the solvent.

Using eq 3 and denoting the Coulomb potential of the
electronic charge distribution Fia by Via, a simplified equation
for the dispersion energy defined in eq 2 is obtained

A further simplification, which is dictated by the need of
achieving both an acceptable computational cost and an
expression suitable to be used within the SCF framework,
is obtained by introducing an averaged excitation energy
∆εave

8

This expression can be written in terms of occupied and
virtual density matrices P and Q, respectively, in the atomic
orbital (AO) basis as

where µ, ν, γ, and δ refer to AO indices and

and the symmetrized form of the Vµν(s)Eγδ(s) term is
introduced as in the original formulation

The factor � is implicitly defined as

Gdisp )

1
π ∑

ia
∫0

∞
dω

∆εai

(∆εai)
2 + ω2 ∫ dr∫Γ

dsFai(r)
1

|r - s|
σ(s;Fia, ε(iω))

(2)

σ(s;Fia, ε(iω)) ) - Ω2

Ω2 + ω2

(η2 - 1)

4πη2
Eia(s) (3)

Gdisp ) - (η2 - 1)

8πη2 ∑
ia

Ω
Ω + ∆εai

∫Γ
dsVia(s)Eai(s) (4)

Gdisp ) - (η2 - 1)

8πη2

Ω
Ω + ∆εave

∫Γ
ds ∑

ia

Via(s)Eai(s) (5)

Gdisp ) -�
2 ∑

µνγδ
PγνQµδ[γν|µδ] (6)

Pγν ) 2 ∑
i

occ

CγiCνi (7)

Qγν ) ( ∑
i

all

CγiCνi - ∑
i

occ

CγiCνi) ) Sγν
-1 - 1

2
Pγν (8)

[γν|µδ] ) 1
2 ∫Γ

ds(Vγν(s)Eµδ(s) + Vµδ(s)Eγν(s)) (9)
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In the original formulation,8 the averaged excitation energy
∆εave was obtained by considering a predefined set of
occupied and virtual orbitals defined by a window of energies
[-a, a] and averaging for such a set. This choice is, however,
strictly connected to the quantum mechanical method
employed. In particular, it is well known that DFT and HF
descriptions yield very different energies when occupied and
virtual orbitals are compared, and the final value for � is
strongly dependent on the chosen method.11 In order to avoid
this problem, we propose to use a value of ∆εave that will
yield the same dispersion energies predicted by the “exact”
expression in eq 4.

In the original formulation the factor � was scaled by an
adjustable parameter cf replacing the constant 1/4π with the
value cf ) 0.036. This value was empirically determined
through a comparison with experimental data. In this work
we followed a different strategy: we considered the semiclas-
sical dispersion energy values as references and obtained cf

by linear interpolation between adjacent data points (see
section 3 for more details).

2.2. SCF Formulation and Its Extension to a Linear
Response Approach for Electronic Excitations. Within the
SCF approach (here applied at the DFT level of theory), the
solvent effect is represented in terms of additional contribu-
tions to the Fock matrix of the isolated molecule. In
particular, such contributions can be computed by dif-
ferentiating the corresponding free energy expressions with
respect to the orbital parameters (e.g., the density-matrix
elements). By adopting the same AO basis expansion used
in eq 6, the expression for the dispersion contribution of a
closed-shell molecule becomes

The extension of dispersion interactions to excitation energies
is achieved within the TDDFT linear response framework
in a similar way as that already done for the electrostatic
term.12-14 The excitation energies of a molecular system are
determined by the poles of the linear response function to a
time-dependent perturbation, and thus, they can be obtained
from the solutions of the non-Hermitian eigensystem15-17

where the transition vectors (X, Y) correspond to collective
eigenmodes of the density matrix with eigenfrequencies ω
and the matrices A and B form the Hessian of the ground-
state energy

where indices i, j, ... label occupied, a, b, ... virtual, and s, t, ...
generic molecular orbitals and

Here gxc is the exchange-correlation kernel within the
adiabatic approximation.

If now we introduce dispersion effects, both A and B
change as follows

Bai, bj
disp is the dispersion contribution

which can be obtained from the Fock-operator contribution
eq 11. We assume that � remains unchanged with respect to
ground-state calculations.

In eq 15 we focused on the dispersion term, but all
calculations performed also include the standard PCM
electrostatic contribution and the repulsion contribution in
both SCF and linear response equations. The interested reader
can find detailed derivations of the electrostatic terms from
the reference papers.8,12-14

3. Results and Discussion

3.1. Computational Details. We computed dispersion
energy contributions to solvation and excitation energies of
a set of chromophores, including acetone, acrolein, 4-(N,N-
dimethylamino)benzonitrile (DMABN), p-nitroaniline (PNA),
and the three diazines (pyrazine, pyrimidine, and pyridazine)
immersed in cyclohexane and acetonitrile. Molecular geom-
etries were optimized for each solvent and vacuum using
the B3LYP18-20 functional and 6-311G(d,p) basis set.21

Solvent contributions to geometry optimizations included
only electrostatic terms. All calculations were carried out
with a local version of the Gaussian 03 program package.22

In order to compute dispersion effects on solvation free
energies and excitation energies, the DFT and TDDFT
approaches have been used in combination with two func-
tionals, the generalized gradient approximation functional
PBE23 and the hybrid B3LYP.18-20 The dispersion contribu-
tion has been shown to be sensitive to basis set quality as
discussed in ref 11. On the basis of the results of the
reference, we have chosen to use augmented correlation-
consistent double-
 (aug-cc-pVDZ) basis set24,25 as a good
compromise between the size of the set and the accuracy.

The solvent contribution to the dispersion energy contains
two solvent-dependent parameters, namely, the refractive
index η and the first ionization potential I. We used values
of η ) 1.424 and I ) 0.364 au for cyclohexane and η )
1.344 and I ) 0.448 au for acetonitrile.26

For all systems, the molecular cavity was obtained as the
envelope of spheres centered on selected atoms of the solute,
and thus, it is determined by the solute geometry. In the
present case, we used cavities constructed by applying
the united atom topological model and the atomic radii
of the UFF27 force field as implemented in the Gaussian

� ) 1
4π

η2 - 1

η2(1 +
∆εave

Ω )
(10)

Fµν )
Gdisp

∂Pµν
) -�

2 ∑
γδ

((S-1)γδ - Pγδ)[µγ|δν] (11)

[A B
B A ][X

Y ] ) ω[1 0
0 -1 ][X

Y ] (12)

Aai,bj ) δabδij(εa - εi) + Kai,bj
0

Bai,bj ) Kai,bj
0 (13)

Kst,uV
0 ) ∫ dr∫ dr'ψs

/(r')ψt(r')( 1
|r' - r|

+ gxc(r', r))ψu
/(r)ψV(r)

(14)

Aai,bj ⇒ Aai,bj + Bai,bj
disp

Bai,bj ⇒ Bai,bj + Bai,bj
disp (15)

Bst,uV
disp ) �

2
[st|uV] (16)
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code. According to this model, a sphere is associated to each
atom (excluding the hydrogens) with a radius defined
according to the type of the atom and its bonds. In particular,
we have R(CH) ) 2.125, R(C) ) 1.925, R(N) ) 1.83,
R(CH3) ) 2.525, R(O) ) 1.75 (all values are in Angstroms).
Semiclassical dispersion energy contributions were param-
etrized using cavities based on bare Bondi radii, and thus,
evaluations of those contributions were made using smaller
cavities, where the above-defined radii were divided by 1.2.

3.2. Parameterization. As reported in the Methods sec-
tion, a proper adjustable parameter was originally introduced
by Amovilli and Mennucci in the definition of the factor �,
namely

with cf originally set to 0.036.
In order to give an idea of the sensitivity of the method

with respect to that parameter, two examples of the behavior
of the dispersion energy as a function of parameter cf are
provided in Figure 1, where a pyrazine molecule is placed
in two different solvents and its dispersion energy is
evaluated. We recall that for each different cf, the corre-
sponding � factor is obtained using an averaged energy ∆εave

that yields the same dispersion energy as the “exact”
semiclassical value as reported in eq 4. This allows us to
eliminate the arbitrary choice of orbitals used in the averaging
procedure described in the original formulation.

In both cases, the DFT curves (“PBE” and “B3LYP”) are
very close to linear, and they have a crossover point with
the “semiclassical” reference between the cf values of 0.032
and 0.052. “QD(1,1) ” results, which are based on the
previous parametrization of the model (cf ) 0.036 and ∆εave

obtained using the mentioned window of orbital energies for
the averaging), are off from the semiclassical values by
roughly a factor two. This is most likely because the model
was parametrized using the HF method and small basis sets,
which are known to produce contributions that are too small
when applied to DFT.11 Results in the figures are illustrative
in a sense that the cf value which makes the dispersion energy
equal to the semiclassical value lies between 0.032 and 0.052,

and that the variation of the dispersion energy with respect
to cf is very close to linear. On the basis of these observations,
we optimized the value of cf. The values obtained for
different combinations of DFT functionals, solvents, and
molecules are shown in Table 1.

Optimal cf values for each molecule/solvent/functional
combination (highest quadrant of the table) were obtained
by taking the semiclassical value and interpolating cf linearly
to match the two numbers, and the optimal cf’s are in the
range from 0.0326 to 0.04724. Differences in optimal cf’s
within a column can be as large as 0.008, which translates
to the smallest value being almost one-fifth smaller than the
largest one. Such variations of cf’s might seem to be large
at first, but it is not evident that those will imply large errors
in dispersion energy contributions; thus, we investigated the

Figure 1. Illustration of the dependence of the dispersion energy on different parametrizations. All values refer to PBE and
B3LYP calculations with the aug-cc-pVDZ basis set, 0.012, 0.032, 0.052, and 0.072 refer to different values of cf (see text for
details), and “QD(1.1)” is the value recommended by a previous model. The reference value (represented as an horizontal line)
is obtained using a semiclassical method.

� ) cf
η2 - 1

η2(1 +
∆εave

Ω )
(17)

Table 1. Optimal Values for cf
a

acetonitrile cyclohexane

PBE B3LYP PBE B3LYP

acetone 0.04016 0.03407 0.04375 0.04076
acrolein 0.03838 0.03687 0.04724 0.04526
DMABN 0.03725 0.03261 0.04118 0.03688
PNA 0.03690 0.03390 0.04401 0.04132
pyrazine 0.03528 0.03409 0.04356 0.04194
pyridazine 0.03673 0.03546 0.04585 0.04191
pyrimidine 0.03534 0.03419 0.04359 0.04090

optimized values for each solvent and functional
optimized 0.03690 0.03409 0.04375 0.04132
max. abs. error 0.912 0.775 1.305 2.497
avg. abs. error 0.342 0.275 0.423 0.587
max. rel. error 12.03% 7.62% 7.45% 12.21%
avg. rel. error 3.79% 2.44% 2.84% 3.79%

optimized values for each solvent
optimized cf 0.03535 0.04194
max. abs. error 1.436 2.845
avg. abs. error 0.539 0.696
max. rel. error 17.72% 13.92%
avg. rel. error 4.89% 4.80%

optimized value (optimized with all the data)
optimized cf 0.03726
max. abs. error 3.071
avg. abs. error 1.231
max. rel. error 21.33%
avg. rel. error 9.53%

a Maximum and average absolute errors are in kcal/mol.
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possibility of reducing the number of free parameters in our
model (from one optimal cf for each molecule, solvent, and
functional).

cf values for combined data sets were optimized with
respect to the sum of relative errors (as compared to the
semiclassical values) of individual dispersion contributions.
Optimizing the values with respect to the sum of absolute
errors has only a minor effect on the optimized values, and
thus, these results are not shown here. In addition to the
optimized cf values, we report maximum and average
absolute and relative errors obtained when using an optimized
cf in Table 1. Optimized cf’s for solvent/functional combina-
tions are shown in the second quadrant of the table, where
we can see that both functionals have optimal cf’s close to
each other for a given solvent, optimized values being at
most 0.003 apart from each other. The largest absolute
errors range from 0.8 to 2.5 kcal/mol, and the average
absolute errors range from 0.3 to 0.6 kcal/mol. The largest
relative errors are approximately 12%, while the average
relative errors are less than 4%. Errors of these magnitudes
are certainly acceptable, but it will be interesting to see
if we can get rid of the functional specificity of the
parametrization in order to be more in line with the idea of
a method-independent continuum of PCM.

We optimized cf values for both solvents by including
contributions from both functionals (third quadrant of the
table). As expected, errors are now slightly larger than before.
Average errors are still very reasonable (0.6-0.7 kcal/mol
and 5% for absolute and relative errors, respectively), and
maximum absolute errors are 1.4 and 2.8 kcal/mol in
acetonitrile and cyclohexane, respectively, which are slightly
larger than maximum absolute errors from the previous level
of parameter reduction (cf for each functional/solvent). The
parameter reduction can be taken a step further still by
optimizing a single cf value against all data. The results are
shown in the fourth quadrant of the table. Using a single cf

value does not change the maximum absolute error much,
but average absolute and relative errors roughly double to
1.2 kcal/mol and 10%, respectively. Maximum relative error
also increases slightly from the acetonitrile-specific value of
18% to 21%.

As expected, the errors become larger when the number
of parameters is reduced. From the point of view of average
errors, we conclude that choosing a solvent specific cf is the
most reasonable choice in terms of accuracy and the number
of free parameters. This choice fits well within a continuum
solvent framework, where the solvent is described by a
collection of parameters which determine its interactions with
the solute. In order to have a more direct appreciation of the
quality of the new solvent-specific parametrization with
respect to the semiclassical reference values, we collect both
the DFT dispersion energies obtained with solvent-optimized
cf and the corresponding semiclassical values in Table 2.

3.3. Excitation Energies. In this section we extend the
analysis of dispersion contributions to excitation energies.
In Table 3 we report the values obtained for selected excited
states of the same set of molecules used for the previous
analysis on solvation free energies. Excitations considered
here are the following: the lowest n-π* electronic transition

is examined for diazines and acetone, for acrolein both n-π*
and π-π* excitations are considered, and for PNA and
DMABN, charge-transfer excitations (of A symmetry) are
studied. In the case of DMABN, the locally excited B2
excitation results are also presented. For each molecule the
symmetry of the corresponding excitation is indicated in the
tables.

To have a more direct evaluation of the solvatochromic
effects obtained by switching on the electrostatic and the
dispersion interactions, we report gas-phase electronic excita-
tion energies together with vacuum-solvent energy. There,
cf1 refers to the solvent-optimized value, whereas cf2 is the
globally-optimized coefficient. The QD(1.1) column contains
results obtained by using the window parameter of refs 8
and 11, and the ES results are obtained by considering only
the electrostatic contribution.

At a first glance, the magnitudes and signs of the solvation
shifts might seem to be erratic. However, if the dispersion-
included values are compared to the ES values, one sees that
dispersion always gives a negative contribution to the
corresponding excitation energy. The contributions from our
cf -parametrized models range roughly from -90 to -180
meV, whereas QD(1.1) contributions can be almost twice
as large as compared to the corresponding cf -parametrized
shifts.

Depending on the magnitude of the original ES value,
dispersion contributions can change the sign of the solvent
shift. Magnitudes of dispersion contributions do not change
considerably between different solvents, and the cf1 and cf2
results are close to each other, at least when comparing to
the corresponding ES results. Unfortunately, the accuracy
of dispersion-corrected excitation energy shifts is difficult
to evaluate as reliable experimental vacuum-solvent excita-
tion energy shift data are difficult to obtain. Experimental
solvent-solvent shifts are, however, more readily available.
Solvent-solvent excitation energy shifts along with some
experimental results are shown in Table 4.

We will first comment on the QD(1.1) and cf2 values
(optimized against all solvent and functional combinations),

Table 2. Dispersion Energies (in kcal/mol) with
Solvent-Optimized cf ’s and Semiclassical (S-C) Reference
Values

acetonitrile cyclohexane

DFT S-C DFT S-C

B3LYP
acetone -10.37 -10.35 -12.92 -13.42
acrolein -10.45 -10.86 -13.04 -14.27
DMABN -10.36 -10.36 -12.92 -13.43
PNA -7.32 -7.95 -9.15 -10.32
pyrazine -6.24 -7.58 -9.38 -9.80
pyridazine -15.65 -16.65 -20.82 -20.44
pyrimidine -14.40 -15.03 -18.57 -19.51

PBE
acetone -10.74 -10.35 -13.42 -13.42
acrolein -10.83 -10.86 -14.28 -14.27
DMABN -10.72 -10.36 -13.81 -13.43
PNA -7.62 -7.95 -9.56 -10.32
pyrazine -7.88 -7.58 -10.09 -9.80
pyridazine -18.09 -16.65 -23.28 -20.44
pyrimidine -15.69 -15.03 -19.80 -19.51

3362 J. Chem. Theory Comput., Vol. 6, No. 11, 2010 Weijo et al.



which are reasonably close to each other in most cases,
acetone’s B3LYP value being a small exception. The
similarity of the QD(1.1) and cf2 results comes from the fact
that they use the same prefactor for both solvents, and the
difference between the solvents is only obtained from the
variations of the parameters of the permittivity at imaginary
frequencies (see eq 3). For both solvents, the parameters η
and I are almost the same, and consequently, without
different prefactors, the excitation energy shift should be
more or less the same. This implies that the solvent-solvent
shifts should be small for QD(1.1) and cf2 results, and indeed,
this can be observed from Table 4, where inclusion of
dispersion contributions through QD(1.1) and cf2 creates a
positive solvent-solvent shift of roughly 0.01 eV or less,
which can be considered small as compared to the magnitude
of ES solvent-solvent shifts in most cases. As expected by
the differences in prefactors, cf1 solvent-solvent shifts are

larger than those obtained with cf2 and the differential effect
is, in most cases, a positive further shift of approximately
0.03 eV.

Experimental data on Table 4 are scattered as they were
not available for all chromophore/solvent combinations, and
in some cases we reported data obtained in similar solvents.
For all available data, differences between dispersion-
corrected and ES shifts are quite small and they both are in
relatively good agreement with experiments.

Finally, from the combined analysis of the two tables we
observe that dispersion effects on relative solvatochromic
shifts are small for all excitations and systems studied. This
is in agreement with previous studies based on a different
methodology.32 It is therefore not possible to make a final
assessment of the different parametrizations. On the other
hand, larger differences are observed when absolute shifts
(with respect to vacuum) are considered: the old parametri-
zation when applied to TDDFT calculations seems to
overestimate the dispersion contribution, while the new
proposed scheme yields corrections to the electrostatic values
which are more balanced. This confirms that the combined
use of “optimal” averaged energy ∆εave and cf parameter is
a robust approach to extend the dispersion model to different
QM levels of description.

4. Conclusions

We revised the quantum-mechanical formulation of the
dispersion contribution to the solvation energy within the
context of the polarizable continuum model originally
proposed by Amovilli and Mennucci.8 The parametrization
of the model, which avoids the approximated estimate of
the averaged energy ∆εave entering in the definition of the
dispersion energy, is now achieved through a single param-
eter cf used to “scale” the overall dispersion contribution.
For the present work, cf has been fitted to reproduce the
dispersion energy values obtained with a highly parametrized
semiclassical model. It turns out that the optimal strategy is

Table 3. Computed Vacuum Excitation Energies and Vacuum-Solvent Shifts (all values in eV)a

solvation shift vac-ACN solvation shift vac-CH

molecule vac. cf1 cf2 QD(1.1) ES cf1 cf2 QD(1.1) ES

B3LYP
pyrazine B3U 3.928 -0.094 -0.102 -0.172 0.049 -0.158 -0.137 -0.208 0.020
pyrimidine B1 4.245 0.038 0.030 -0.040 0.181 -0.110 -0.090 -0.159 0.067
pyridazine B1 3.547 0.178 0.169 0.092 0.327 -0.076 -0.056 -0.136 0.107
acetone A 4.415 -0.018 -0.030 -0.098 0.111 -0.161 -0.137 -0.179 0.036
acrolein A′′ 3.412 -0.026 -0.034 -0.114 0.121 -0.141 -0.120 -0.199 0.043
acrolein A′ 5.692 -0.323 -0.331 -0.410 -0.205 -0.314 -0.293 -0.370 -0.161
DMABN B2 4.349 -0.128 -0.135 -0.186 -0.035 -0.164 -0.147 -0.188 -0.033
DMABN A1 4.623 -0.377 -0.385 -0.437 -0.279 -0.314 -0.295 -0.338 -0.175
PNA A 3.892 -0.583 -0.589 -0.660 -0.490 -0.410 -0.393 -0.462 -0.280
PBE
pyrazine B3U 3.521 -0.102 -0.110 -0.186 0.049 -0.178 -0.156 -0.232 0.011
pyrimidine B1 3.751 0.021 0.013 -0.061 0.171 -0.124 -0.099 -0.174 0.068
pyridazine B1 3.082 0.186 0.177 0.096 0.343 -0.088 -0.063 -0.140 0.121
acetone A 4.245 -0.066 -0.075 -0.119 0.093 -0.175 -0.150 -0.187 0.029
acrolein A′′ 3.011 -0.037 -0.046 -0.133 0.116 -0.152 -0.130 -0.216 0.042
acrolein A′ 5.456 -0.242 -0.251 -0.338 -0.117 -0.240 -0.218 -0.304 -0.085
DMABN B2 3.961 -0.163 -0.171 -0.215 -0.046 -0.200 -0.179 -0.216 -0.040
DMABN A1 4.314 -0.404 -0.412 -0.458 -0.280 -0.347 -0.325 -0.364 -0.179
PNA A 3.512 -0.456 -0.463 -0.539 -0.348 -0.368 -0.349 -0.423 -0.222

a ACN marks acetonitrile and CH cyclohexane.

Table 4. Computed Acetonitrile-Cyclohexane Solvent
Shifts with Experimental Results (all values in eV)

molecule func. cf1 cf2 QD(1.1) ES exp.

pyrazine B3U B3LYP 0.064 0.035 0.036 0.029 0.040a

PBE 0.076 0.046 0.046 0.038
pyrimidine B1 B3LYP 0.148 0.119 0.119 0.114 0.120a

PBE 0.145 0.112 0.113 0.103
pyridazine B1 B3LYP 0.254 0.225 0.228 0.220 0.260a

PBE 0.274 0.240 0.236 0.222
acetone A B3LYP 0.142 0.107 0.081 0.075 0.06b

PBE 0.109 0.074 0.069 0.064
acrolein A′′ B3LYP 0.115 0.085 0.085 0.078

PBE 0.115 0.084 0.084 0.075
acrolein A′ B3LYP -0.009 -0.039 -0.039 -0.045

PBE -0.002 -0.033 -0.034 -0.032
DMABN B2 B3LYP 0.036 0.012 0.002 -0.003

PBE 0.036 0.008 0.001 -0.005
DMABN A1 B3LYP -0.064 -0.090 -0.099 -0.104 -0.20c

PBE -0.058 -0.087 -0.094 -0.100
PNA A B3LYP -0.173 -0.196 -0.197 -0.210 -0.13d

PBE -0.088 -0.114 -0.116 -0.125

a Acetonitrile-isoctane, ref 28. b Acetonitrile-n-hexane, ref 29.
c Reference 30. d Acetonitrile-dichloromethane, ref 31.
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to select a different cf for each solvent. Moreover, this new
parametrization scheme does not show the large sensitivity
to the QM level of calculation found in the original
formulation, and therefore, it represents a promising method
to extend the dispersion formulation to other QM descriptions.

We also employed optimized cf values to compute the
dispersion contribution to electronic excitation energies. The
obtained net effect due to dispersion is a red shift for all
the investigated systems in the two solvents employed. Our
findings show that dispersion is a significant contribution to
the overall solvent effect, but unlike the electrostatic
contribution, it does not depend strongly on the specific
solvent. As a result, if one is interested in solvatochromic
shifts, i.e., changes of excitation energies passing from one
solvent to the other, results obtained with the electrostatic
model often yield satisfactory results in comparison to
experimental shifts due to the almost exact cancellation of
the dispersion contributions.
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Abstract: The electronic ground state of H-Ng-Ng-F (Ng ) Ar, Kr, Xe) has been studied
theoretically by employing the ab initio complete active space valence bond (CASVB) and multi-
state complete active space perturbation theory (MS-CASPT2) methods. Both levels of theory
confirm the diradicaloid character (DC) of the HNg2F ground state, increasing in the order Ar >
Kr > Xe. The very significant effect of the first and, even more, the second Xe atom on the
(hyper)polarizabilities has been shown and interpreted. Thus, the present results demonstrate
a mechanism for producing very large (hyper)polarizabilities.

I. Introduction

There is currently a great need for novel materials for
photonic applications (e.g., optical communications, data
storage, and signal processing). Such materials must have a
series of properties, prominently among which is the large
magnitude of their nonlinear optical (NLO) properties.
Various mechanisms and phenomena have been investigated,
which lead to such large NLO properties, for instance,
conjugation or charge transfer.1-3 Some time ago, we
reported that insertion of a noble gas atom into a chemical
bond, for example, Ar into HF leading to HArF4 or Xe into
HC2H leading to HXeC2H,5 dramatically enhances the NLO
properties.

Pauling predicted that stable bonds could be formed by
heavy noble gas atoms, due to the reduced stability of the
outer electrons, caused by the strong screening of the inner
electrons.7 The first Xe derivative, XePtF6, was reported by
Bartlett in 1962,8 and soon after that, Claassen et al. reported

that xenon and fluorine can react to form XeF4 (solid), which
is stable at room temperature.9 After Bartlett’s work, a large
number of Xe derivatives were synthesized, and as Christie
noted, this discovery “triggered a world-wide frenzy in this
area.”10

Various groups have inserted noble gas atoms in the bonds
A-B (e.g., H-C, H-O, H-S, and C-C), leading to A-Ng-B
and thus producing a large variety of compounds.11-14 Among
those, one notes HNgY, where Y is an electronegative
element or group (e.g., OH, CN, SH), which has been studied
both experimentally and theoretically.15-17 These derivatives
are metastable, with a global minimum HY + Ng. The
bonding in HNgY involves the structure HNg+Y-, where
HNg+ is covalently bound and linked to Y- by a Coulombic
attraction.18 It has been found that the inserted noble gas
atom has a considerable positive charge.5,19 In general, there
is a large energy barrier which prevents these molecules from
dissociation.20 A notable derivative in this series is HArF,
which was synthesized by Khriachtchev et al.21 from the
photolysis of hydrogen fluoride in a solid argon matrix. This
is the first experimentally observed covalent neutral con-
densed phase argon derivative.22

Among the most remarkable properties of the derivatives
resulting by insertion of a noble gas atom are the linear and
nonlinear optical (L&NLO) properties. It has been found that,
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for example, the insertion of Ar into HF (HArF) leads to a
very large increase of the NLO properties.4 This has been
confirmed by inserting Xe into H-Cn-H (e.g., H-
Xe-C2-H, H-Xe-C4-H, and H-C2-Xe-C2-H)5 and
AuF leading to Au-Xe-F.23

Derivatives involving the group Xe-Xe have also been
considered. For example, Stein et al.24 reported the formation
of Xe2

+ from the reduction of XeF+Sb2F11
-. On the other

hand, Drews and Seppelt25 observed the formation of
Xe2

+Sb4F21
- at -30 °C, displaying a surprising, long Xe-Xe

bond (3.087 Å). It was noted that this bond is not surpassed
in length by any other element-element bond in main group
chemistry.25 Very recently, Frenking et al.6 reported the first
quantum-chemical calculations on the stability of derivatives
involving the Ng-Ng bond, where Ng ) Ar, Kr, and Xe.
The specific derivatives they investigated have the formula
H-Ng-Ng-F.

Recently, Frenking et al.6 studied the insertion of two noble
gas atoms in HF, leading to H-Ng-Ng-F, where Ng )
Ar, Kr, and Xe. The present study reports on two questions
related with H-Ng-Ng-F:

(a) Which is the electronic structure of the ground state
of these derivatives?

(b) What is the effect of the second Xe atom on the linear
and NLO properties of the resulting derivative?

Of considerable importance for this work is the analysis of
the diradical character of HNg2F. The literature connected
with this feature and the NLO properties has been recently
reviewed.26

For this study, we have used a series of state-of-the-art
quantum-chemical techniques (e.g., CCSD(T), CASPT2, and
CASVB), and we have proved the need for a multiconfigu-
rational description of the electronic structure of the men-
tioned systems, which turned out to have a large diradicaloid
character in their ground state.

II. Computational Methods

II.1. Electronic Structure Computations. The electronic
structure of H-Ng-Ng-F has been investigated by employ-
ing valence bond (VB), complete active space (CAS), and
CASPT2 methods.

The VB calculations were performed using the code
VB2000,27-29 integrated in GAMESS. VB2000 is an ab initio
electronic structure package based on an Algebrant algorithm.30

A unique feature in VB2000 is its general implementation of
McWeeny’s group function theory (GFT)31 and the combina-
tion of GFT and VB methods. The program allows a user to
specify multiple groups of electrons, and each one of them
can be treated with correlated methods, such as the complete
active space valence bond (CASVB) method. In this way,
more electrons can be included in VB calculations in an
affordable way. The electrons in the molecules HNgNgF
(assuming that all atoms are placed on the z axis) can be
divided into four groups as follows:

• six π electrons in the three valence px orbitals of the
three heavy atoms

• six π electrons in the three valence py orbitals of the
three heavy atoms

• six σ electrons, which are shared among the four atoms
• the remaining valence and the core electrons

All 18 valence electrons of the first three groups have the
potential to describe the weak bonding in the molecules.
Therefore, for a rigorous treatment of the derivatives without
discrimination, all 18 electrons were included in VB calcula-
tions, and the remaining electrons were treated as a
Hartree-Fock core. The orbital symmetry of the valence
electrons provides a natural way of grouping the electrons,
and each group is strongly orthogonal to the others. In this
study, all groups were treated by the CASVB method. Each
of the two π-electron groups has six electrons in six orbitals
(each heavy atom contributes two p orbitals). Such a
treatment can be denoted as CASVB(6,6) ·CASVB(6,6) ·
CASVB(6,4), according to the “dot” notation, introduced in
VB2000.28,29

The above multigroup VB method is a natural extension
of the conventional CASSCF and generalized VB (GVB)
methods, both of which can be considered as special cases
of a group function treatment. In the conventional complete
active space self-consistent field (CASSCF) method, only
one group is treated with correlation, and this group can have
various numbers of electrons and orbitals. On the other hand,
GVB can be considered as a multigroup VB treatment in
which each VB group has two electrons in two orbitals.
VB2000 has the most general implementation of the group
function method: multiple groups can be included, and each
group can have different numbers of electrons and orbitals
and can be treated with different methods, such as VBSCF
or CASVB. The wave functions are obtained by energy
minimization under the strong orthogonality constraints
between groups.

The electronic structure CASSCF/CASPT232,33 computa-
tions were performed by using the ANO-RCC relativistic
basis set34 contracted to Xe [7s6p4d], Kr [6s5p3d], Ar
[5s4p1d], F [5s3p1d], and H [3s1p]. The Douglas-Kroll
procedure was included to consider relativistic effects.34 The
calculations were performed in the C2V point group, where
the C2 axis coincides with the z molecular axis for all
considered (linear) geometries. For these computations, one
needs to take into account the existence of two electronic
singlet states in A1 symmetry (1Σ+ in C∞V symmetry) mainly
involving the σ and σ* orbitals. The strong interaction
between the states makes necessary the use of a two-state
model. One may notice the different levels of calculation
used in the present work. First, one can run a single- or
multiple-root CASSCF calculation. In the former case, this
is named state average (SA) CASSCF and provides orthogo-
nal states and wave functions for the averaged states, unlike
what happens for single-root CASSCF, in which the states
are not orthogonal with the other states of the same spin
and spatial symmetry. On top of the CASSCF wave function
(single-root or SA), one can perform a state-specific (SS)
CASPT2 calculation, providing also nonorthogonal states.
Using the SS-CASPT2 states as a reference, it is possible to
apply the multistate (MS) CASPT2 technique, a procedure
which makes the SS-CASPT2 states interact, leading to
orthogonal states and wave functions, the latter named
perturbatively modified complete active space configuration
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interaction (PMCAS-CI) wave functions.35-37 As a sum-
mary, we have two sets of results available: CASSCF wave
functions and CASPT2 state energies and PMCAS-CI wave
functions and MS-CASPT2 state energies. We have applied
here different procedures to establish the most accurate
results. In the final calculations, we run a state-average (SA)
CASSCF calculation considering the two states (one of them
being the ground state) and then the multistate (MS) CASPT2
technique. The lowest 1Π state was also computed. Different
active spaces were employed to ensure the convergence and
accuracy of the results, as described later. Except otherwise
mentioned, the calculations are reported using the 4440/12
active space (a1b1b2a2/active electrons in the C2V symmetry)
corresponding to four σ- and four π-type orbitals. In the σ
space, the HOMO-1 and HOMO orbitals have been included
(four electrons in this space) as well as two correlating ones.
The occupied orbitals involve the valence orbital pz of F and
the pz of Rg. The π space involves two strongly occupied
(eight electrons) and two correlating π orbitals. The former
are the π valence orbitals of Rg. The CASPT2 calculations
were performed using the MOLCAS suite of programs.34

II.2. Calculation of the L&NLO Properties. When a
molecule is set in a uniform static electric field F, its energy,
E, may be expanded as follows:38

where E0 is the field free energy of the atom or the molecular
system; Fi, Fj, Fk, and Fl are the field components; µi, Rij,
�ijk, and γijkl are the tensor components of the dipole moment,
linear dipole polarizability, and first and second hyperpo-
larizability, respectively. Summation over repeated indices
is implied. A finite field approach was used to compute the
longitudinal components of the polarizability (Rzz) and the
first (�zzz) and second hyperpolarizability tensors (γzzzz), since
these are dominant among the other tensor components and
are sufficient to demonstrate the effect of the Xe atoms on
the NLO properties.

The nonlinear optical properties of interest were computed
by employing a series of methods including (i) the CCSD(T),
which involves the iterative calculation of single and double
excitation amplitudes as well as a perturbative treatment of
triple excitations, and (ii) CASSCF/CASPT2. CCSD(T) is
known to provide a satisfactory estimate of the electron
correlation contribution.39 CCSD(T), in connection with an
appropriate basis set, is known to be one of the most accurate
methods for the computation of the L&NLO properties. In
addition, MS-CASPT2 is particularly suitable for systems
with diradical character like HXe2F. Thus, a comparative
study of the L&NLO properties of HXe2F, involving both
CCSD(T) and MS-CASPT2, is expected to provide reliable
L&NLO properties.

All of the multiconfigurational NLO property computa-
tions, corrected with CASPT2,34 were performed by using
the PolX40 basis set, developed by Sadlej, where X denotes
the element symbol. For all computations, the C2V point group
was used, where the C2 axis, as noted above, coincides with
the z molecular axis. In order to check the effect and the

adequacy of the active space on the computed (hyper)po-
larizabilities, a number of different spaces and correlating
electrons were considered. All of the multiconfigurational
computations were performed by using the finite-field
approach employing a number of field strengths along the
C2 axis. For the finite-field CASPT2 computations, one needs
to take into account the near degeneracy of the two low-
lying states of 1Σ+ symmetry. These two states will be
coupled by the electric field of A1 symmetry (z direction).
In order to account properly for this effect, we use first the
(SA) CASSCF, considering the ground and the first excited
state and then the multistate (MS) CASPT235,36 technique,
which leads to orthogonal states and smooth convergence
with the finite field procedure.

The aug-cc-pVDZ series was also employed. For Xe, a
small core (28 electrons), energy consistent, relativistic
pseudopotential has been used.41 The 4spd outer-core shell
is treated explicitly together with 5sp valence-orbitals. The
usefuleness and reliability of the pseudopotentials for the
computation of the (hyper)polarizabilities has been docu-
mented.42

All of the property values were computed by employing
the Romberg approach,43 in order to safeguard the numerical
stability of our results and to remove higher order contami-
nations. A number of field strengths of the magnitude 2mF,
where m ) 1, 2, 3, and 4 and base field (F) is 0.0008 au,
were used. The Gaussian 03 software44 has been employed
for all of the CCSD(T) calculations, while for the CASSCF/
CASPT2 ones, the MOLCAS suite of programs was used.34

III. Results

We shall first investigate the electronic ground state of
HNg2F, where Ng ) Ar, Kr, Xe by employing CASVB,
CASSCF/CASPT2 and MS-CASPT2 methods and subse-
quently we shall discuss the L&NLO properties of HXe2F.
All the computations were performed with geometries taken
from ref.6

III.1. The Ground State of HNg2F by CASVB Calcula-
tions. HAr2F and HKr2F. Tables 1 and 2 show the structure
weights for HAr2F and HKr2F, computed with the Chirgwin-
Coulson method45 and by employing three different basis
sets in order to check the sensitivity of the results. It was
found that all three basis sets give quite similar results. It is
observed that the total weight of the resonance structures,
with diradical characteristics, is, approximately, 99% for
HAr2F and 97-98% for HKr2F (depending on the basis set).
The structure weights computed with different basis sets are

E ) E0 - µiFi - (1/2)RijFiFj - (1/6)�ijkFiFjFk -
(1/24)γijklFiFjFkFl - ... (1)

Table 1. The Structure Weights of HAr2F from
CASVB(6,6) ·CASVB(6,6) ·CASVB(6,4) Calculations with
Different Basis Sets

structure
weight

[3-21G*]
weight

[cc-pVTZ]
weight

[MCP-TZP] type

I. F Ar Ar H 0.88 0.87 0.88 diradical, F and H
II. F-Ar+Ar H 0.01 0.01 0.01 diradical, Ar+ and H
III. F Ar Ar+H- 0.10 0.11 0.10 diradical, F, Ar+

IV. F-Ar Ar+H 0.0 0.0 0.0
V. F-Ar+Ar+H- 0.0 0.0 0.0
VI. F-ArAr H+ 0.0 0.0 0.0
VII. FAr+ArH- 0.0 0.0 0.0
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remarkably similar; thus any possible uncertainty due to basis
set choice is eliminated.

HXe2F. Table 3 shows the structure weights for HXe2F.
A major difference of HXe2F from the other two molecules
is that the total weight for the nondiradical structures is,
approximately, 13% for HXe2F, while for HAr2F and HKr2F,
it is 1% and 2-3% (depending on the basis set), respectively.

Diradical Vs Charge Transfer State. Two VB wave
functions with close total energies were obtained for HAr2F.
They differ by ∼30 kcal/mol (lower is b, Table 4). The above
solutions have very different charge distributions. The atomic
charges obtained from the Mulliken population analysis of
the two VB wave functions are shown in Table 4. The
structure weights of states a and b show a dramatic difference
(Table 5). Structures I-III have strong diradical character-
istics [state b], while structures IV and VI have charge-

transfer features [state a]. We can label state a as a charge
transfer state and b as a diradical. Similar results were
obtained for HKr2F. For HXe2F, the VB calculations show
only one diradical state. Therefore, we belieVe that the
deriVatiVes HNg2F haVe dominant diradical characteristics.

III.2. The Ground State of HNg2F by MS-CASSCF/
CASPT2 Calculations. As the multiconfigurational calcula-
tions show, the HNg2F systems display a number of close-
lying excited states, in particular two of 1Σ+ and one of 1Π
symmetry. Especially, the two 1Σ+ states, related to the
electronic configurations σ2 and σσ* and belonging to the
A1 symmetry in the C2V point group, strongly interact and
require a large amount of electronic correlation to be properly
described. This is mainly shown by the different descriptions
obtained at different levels of theory. In particular, it will
be shown that remarkable differences are observed between
single vs multiple (two) root (state average, SA) CASSCF
descriptions, and followed by MS-CASPT2 computations.

HAr2F and HKr2F. The electronic ground states of HAr2F
and HKr2F have largely distinct descriptions at different
levels of theory. Single reference methods like HF, MP2, or
CCSD(T) give a closed-shell picture, characterizing the state
as 1Σ+(σ2), displaying a bound structure,6 a description at
odds with that provided at the CASVB level in the previous
section. When performing a single-root CASSCF/CASPT2
calculation, the resulting wave function has a predominantly
closed-shell character. We have found, for instance for HAr2F
employing the 4440/12 active space, a weight of 70% of
the (σ2) configuration, although the diradical-type (σσ*)
configuration also contributes at 1%. However, the previous
description remarkably changes a lot when performing a two-
root state average SA (2) CASSCF calculation, followed by
state-specific SS-CASPT2, which allows describing the state
as 11Σ+(σσ*), due to the predominance of the open-shell
singlet diradical structure. For HAr2F, the ground state wave
function is composed of the following configurations: 24%
(σ)2 + 71% (σσ*), a description that does not change if we
modify the number of averaged roots and that changes
moderately when we apply the multi-state (MS) CASPT2
approach, which provides a PMCAS-CI description as 38%
(σ)2 + 56% (σσ*). The HOMO/LUMO orbitals are the same
at the SA-CASSCF and PMCAS-CI levels. The HOMO σ
orbital is mainly composed of the pz of F, and the LUMO
σ* orbital is mainly formed by the s of H with small
contributions of the noble gas atoms. On the other hand, the
low-lying excited state of the same symmetry (21Σ+), placed
0.036 au (0.98 eV) above the ground state, is given by 56%
(σ)2 + 38% (σσ*).

The picture of HKr2F is similar to that of HAr2F. Although
the nonorthogonal single-state CASSCF/CASPT2 result
provides a closed shell character for the ground state [75%
(σ)2], the more accurate two-state MS-CASPT2 procedure
yields a ground state description given by 40% (σ)2 + 53%
(σσ*). The 21Σ+ excited state lies 0.072 au (1.959 eV) above
the ground state and is given by 53% (σ)2 + 39% (σσ*) at
the MS-CASPT2 level. These values were computed em-
ploying the 4440/12 space.

So far, it seems clear that the ground states of HAr2F and
HKr2F can be characterized as 11Σ+(σσ*), displaying a

Table 2. The Structure Weights of HKr2F from
CASVB(6,6) ·CASVB(6,6) ·CASVB(6,4) Calculations with
Different Basis Sets

structure
weight

[3-21G*]
weight

[cc-pVTZ]
weight

[MCP-TZP] type

I. F Kr Kr H 0.81 0.81 0.81 diradical, F and H
II. F-Kr+Kr H 0.04 0.05 0.05 diradical, Kr+ and H
III. F Kr Kr+H- 0.13 0.12 0.11 diradical, F, Kr+

IV. F-Kr Kr+H 0.01 0.01 0.01
V. F-Kr+Kr+H- 0.00 0.00 0.0
VI. F-KrKr H+ 0.00 0.01 0.01
VII. FKr+KrH- 0.01 0.01 0.01

Table 3. The Structure Weights of HXe2F from
CASVB(6,6) ·CASVB(6,6) ·CASVB(6,4) Calculations (Basis
Set: MCP-TZP)

structure weight type

I. F Xe Xe H 0.53 diradical, F and H
II. F-Xe+Xe H 0.17 diradical, Xe+ and H
III. F Xe Xe+H- 0.14 diradical, F, Xe+

IV. F-Xe Xe+H 0.06
V. F-Xe+Xe+H- 0.04
VI. F-XeXe H+ 0.02
VII. FXe+XeH- 0.01

Table 4. Atomic Partial Charge of HAr2F from
CASVB(6,6) ·CASVB(6,6) ·CASVB(6,4) Calculations (Basis
Set: cc-pVTZ)

atomic charge VB (a) VB (b) MP2/NBOa

H 0.34 -0.27 0.42
Ar (1) 0.58 0.27 0.51
Ar (2) 0.01 0.01 0.05
F -0.93 -0.01 -0.98

a Method of computation: MP2/def2-TZVPP//MP2/Def2-TZVPP.6

Table 5. The Structure Weights of the Two CASVB
Solutions of HAr2F (Basis Set: cc-pVTZ)

structure state a state b

I. F Ar Ar H 0.00 0.87
II. F-Ar+Ar H 0.02 0.01
III. F ArAr+H- 0.00 0.11
IV. F-Ar Ar+H 0.57 0.00
V. F-Ar+Ar+H- 0.01 0.00
VI. F-ArAr H+ 0.38 0.00
VII. FAr+ArH- 0.00 0.00
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predominantly diradicaloid and dissociative nature, as proved
by CASVB and the most complete approach SA-CASSCF/
CASPT2 and PMCAS-CI/MS(2)-CASPT2 multiconfigura-
tional calculations. The most striking aspect is undoubtedly
the dramatic change of the wave function composition
displayed from the predominantly closed-shell single-root
SR-CASSCF description to the two-root SA-CASSCF and
PMCAS-CI characterizations, with prevalent open-shell
singlet diradical structures. The latter is not entirely unex-
pected. Although both approaches display a multiconfigu-
rational character, a single-root CASSCF wave function is
nonorthogonal with respect to the other states of the same
spin and spatial symmetry. If the single-root state strongly
interacts with neighboring states like here, the obtained wave
function can be incorrectly mixed or collapse, favoring one
of the possible solutions, the closed-shell singlet here. This
is common in cases of near degenerate states like conical
intersections or avoided crossings.36 Therefore, at least a two-
state model needs to be used. SA-CASSCF wave functions
are orthogonal for the computed states (11Σ+ and 21Σ+ here),
although the following second-order perturbation theory SS-
CASPT2 solution actually displays nonorthogonal CASPT2
states.36,37 In cases like the present one, it is therefore
compulsory to provide a PMCAS-CI/MS-CASPT2 multistate
solution that finally yields fully orthogonal states and wave
functions at the highest correlated level.

HXe2F. A single-root CASSCF/CASPT2 calculation on
HXe2F gives a ground 11Σ+ state of predominantly closed-
shell character [90% (σ2)]. Different from the cases of the
HAr2F and HKr2F molecules, the two-root state average
CASSCF level (followed by state-specific (SS) CASPT2)
provides a description where the closed-shell character
slightly predominates, 49% (σ)2 + 44% (σσ*), a dominance
that increases to 58% (σ)2 + 35% (σσ*) at the final PMCAS-
CI/MS(2)-CASPT2 level. The orbital description is similar
to that mentioned above for the other systems. The 21Σ+

excited state lies 0.114 au (3.099 eV) above the ground state
and is described by 43% (σ)2 + 49% (σσ*) and 34% (σ)2 +
58% (σσ*) at the two-state SA-CASSCF/CASPT2 and
PMCAS-CI/MS(2)-CASPT2 levels of theory, respectively.

The above results demonstrate that the multisate CASPT2
is the correct theory for the description of the ground state
of HNg2F and illustrate how the weight of the closed-shell
σ2 configuration increases with the atomic number of the
noble gas atom, while the weight of σσ* decreases.

The sequence of lowest-lying singlet excited states in the
three molecules also illustrates the differences in their
electronic structure. The MS-CASPT2 results are, for HAr2F,
11Σ+(σσ*) ) 0.00 eV, 11Π(πσ*) ) 0.60 eV, and 21Σ+(σ2)
) 0.98 eV; for HKr2F, 11Σ+(σσ*) ) 0.00 eV, 11Π(πσ*) )
1.55 eV, and 21Σ+(σ2) ) 1.96 eV; and for HXe2F, 11Σ+(σ2)
) 0.00 eV, 21Σ+(σσ*) ) 3.09 eV, and 11Π(πσ*) ) 3.18
eV. The location and properties of these low-lying excited
states are basic features of HNg2F, which lead to large NLO
properties.26 This will be discussed more extensively in
section III.5.

It is known47 that the lowest singlet-triplet gap provides
an indication for the diradical character of a system. The
lowest triplet state 3Σ+ has been computed for all of the

studied HNg2F derivatives. It has been found that the triplet
state has a strong diradical character (96% σσ*). The natural
occupation numbers are 1.0 for both HOMO and LUMO.
At the MS-CASPT2/ANO level, the triplet state lies 0.2 eV
(4.7 kcal/mol), 0.64 eV (14.7 kcal/mol), and 1.25 eV (28.7
kcal/mol) higher in energy than the singlet ground state for
the Ar, Kr, and Xe derivatives, respectively. Wirz48 suggested
that a diradical is “a molecular entity whose lowest singlet
and triplet state energies do not differ by much more than
kT, say 2 kcal mol-1. The expression ‘biradicaloid’ would
then extend this range to say 24 kcal mol-1”. According to
this definition, all three species are diradicaloids. The
diradicaloid character depends on Ng and decreases as the
atomic number of the noble gas atom increases.

As a conclusion, both final sets of results, computed with
the CASVB and MS-CASPT2 methods, confirm a strong
diradical element in the ground state of H-Ng-Ng-F,
which follows the sequence Ar > Kr > Xe.

For comparison we note that the electronic ground state
of HXeF is described by (σ)2, at the MS-CASPT2 level of
theory (4550/16 active space). This contributes 88% to the
ground state configuration, implying that the state is domi-
nated by a strong closed shell character. In the lowest-lying
excited state, which lies 7.07 eV above the ground state and
thus very weakly interacting with it, the contribution of σσ*
is 88%. A similar picture emerges at the CASSCF level.
Thus, the diradical character is clearly induced by the second
Xe atom.

III.3. The L&NLO Properties. The computed property
values for HXe2F are presented in Tables 6 and 7. This is
the system with the largest σ2 character in its ground state.
We will focus our attention on the longitudinal components,
since the other ones are much smaller. For example, at the
CCSD(T)/PolX level, we found that Rxx is 9.75 times smaller
than Rzz. The PolX results are in satisfactory agreement with
those computed with the aug-cc-pVDZ set (Table 6). It is
observed that the dynamic electron correlation effect is quite
strong for all of the considered properties and especially for
the second hyperpolarizability, where at the CC level of
theory a change of sign for γzzzz has been found, in
comparison to that observed with the HF and MP2 methods.
At the HF level of theory, the dipole moment of the system
is overestimated, while a significant reduction of µz is
observed by taking into account correlation. The very large
effect of triples on γzzzz is noted.

Table 6. The Static Dipole Moment and
(Hyper)Polarizabilities of HXe2F Computed Using Different
Methods

method

property (au) HF MP2 CCSD CCSD(T)

µz 6.454a 4.855a 4.929a 3.788a

6.458b 4.972b 4.990b 3.856b

Rzz 206.96a 349.05a 312.63a 420.43a

207.61b 343.46b 316.08b 423.99b

�zzz -9633a -19900a -11040a -11040a

-9630b -19010b -10900b -10700b

(γzzzz × 10-3) 720a 853a -510a -4000a

700b 745b -625b -4500b

a aug-cc-pVDZ basis set. For Xe, an effective core potential
was used.41 b PolX basis set.
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We have employed the T1 diagnostic in order to find an
indication for the importance of nondynamical correlation
effects. A T1 value of 0.03 was found, another indication
that the results from single reference methods are potentially
unreliable.49-51

The multiconfigurational computations are presented in
Table 7, for which the MS-CASPT2/PolX method was
employed. In order to check the reliability of the results, the
effect of the enlargement of the active space is considered.
Several spaces and a number of correlating electrons were
used in order to fully support the adequacy of the multicon-
figurational results. It is observed that inclusion of correlating
π orbitals is quite important in order get reliable hyperpo-
larizability values (e.g., one may compare the results of the
computations 2000/2 and 2220/6). This indicates the impor-
tance of the dynamic electron correlation effect on the
considered properties. By further enlarging the 2220 space
with two σ orbitals (one occupied, one correlated), a
remarkable diminishment of the first and second order
hyperpolarizability values is observed. By proper addition
of π orbitals leading to either 4440/12 or 4550/16 spaces, a
smaller dependence of the computed property values on the
active space is observed. It is seen that SS-CASPT2
hyperpolarizabilty (� and γ) values differ remarkably in
comparison with the MS-CASPT2 ones. This difference is
particularly pronounced for γzzzz. The MS-CASPT2 property
values, computed with the 4550/16 space, are in reasonable
agreement with the CCSD(T) ones (Table 6).

III.4. The Effect of Xe Insertion. In this section, we shall
consider the effect of inserting one and two Xe atoms in the
HF system (leading to HXeF and HXeXeF) on the L&NLO
properties (Tables 8 and 9).

Electron Correlation Effects. The electron correlation
correction (ECC) for a property p, where p ) µz, Rzz, �zzz, or

γzzzz, is defined as pECC ) p[CCSD(T)] - p[HF] (HF:
Hartree-Fock). It is observed that ECC decreases the value
of µz and increases the values of Rzz, |�zzz|, and |γzzzz| (Table
6). The effect of ECC increases remarkably with the number
of Xe atoms (Table 8). For example, insertion of one and
two Xe atoms increases the value of γzzzz by 89.9 and 813.8
times, respectively.

Effect of Xe Insertion on the (Hyper)Polarizabilities.
Comparing the results of HXe2F with those of the HXeF
and HF (hydrogen fluoride) systems, it is evident that Xe
insertion significantly modifies all the presented properties,
whereas its effect is quite enhanced, especially on �zzz and
γzzzz (Table 8). For example, the ratio γzzzz [HXeF]/γzzzz [HF]
is 80, while γzzzz [HXe2F]/γzzzz [HXeF] is -176. It is noted
that the enhancement of the property, due to Xe, is
multiplicative, that is,

p(HXe2F)/p(HF) ) [p(HXeF)/p(HF)][p(HXe2F)/p(HXeF)]

(HF: hydrogen fluoride)

In order to further quantify the effect of the insertion of one
and two Xe atoms in the HF system, we have computed the
differential (hyper)polarizability, a property useful in the
analysis of electron delocalization and bonding.52 These
properties are defined as

We found, at the CCSD(T)/aug-cc-pVDZ level, DP ) 363.2
au and DHP ) -3994.9 × 103 au. The corresponding

Table 7. MS-CASPT2 Dipole Moment and (Hyper)Polarizability of HXe2F. The PolX Basis Set was Used

A1B1B2A2/act.elect.

property (au) 2000/2 3000/4 2220/6 4220/8 2440/10 4440/12 4550/16

µz 3.347 3.841 4.938 4.454 5.007 4.290 4.719
[3.564]a [4.603]a [3.926]a

Rzz 460.49 407.04 472.51 372.74 456.41 398.94 383.20
[382.95]a [383.00]a [340.30]a

�zzz -5460 -2450 -22640 -10200 -23990 -8300 -13800
[NC]b [-27000]a [-16100]a

(γzzzz × 10-3) -3670 -4130 -4120 -3100 -4000 -3660 -3500
[-15000]a

a Single root calculation. b Nonconvergence.

Table 8. The Dipole Moment and the
(Hyper)Polarizabilities of HF, HXeF, and HXe2Fa

method

HF CCSD(T)

property (au) HFb HXeFc HXe2Fc HFb HXeFc HXe2Fc

µz 0.759 2.283 6.454 0.703 1.975 3.788
Rzz 5.59 51.25 206.96 6.19 59.59 420.43
�zzz -9.8 -436.7 -9633 -11.5 -582.1 -11040
(γzzzz × 10-3) 0.219 16.9 720 0.284 22.7 -4000

a The computations were performed with the aug-cc-pVDZ basis
set. For Xe, an effective core potential of 28 was used.41 b The
experimental geometry was used.54 c The geometries were taken
from ref 6.

Table 9. The Transition Dipole Moment (µge), the
Excitation Energy (∆E), and the Dipole Moments of the
Ground 11Σ+ (µg) and the Lowest-Lying 21Σ+ Excited State
(µe)a

method

CCSD MS-CASPT2b

property (au) HFc HXeFd HXe2Fd HFc HXeFd HXe2Fd

∆E 0.681 0.259 0.117 0.521 0.256 0.107
|µge| 0.463 1.647 3.948 0.502 1.761 4.199
µe -0.513 -1.376 2.325
µg 0.709 2.051 4.990 0.650 1.956 4.719
∆µeg -1.163 -3.332 -2.394
�zzz

e -3.2 -473 -11070

a All the properties were computed with the PolX basis set.
b The 4550 space in C2v point group was employed in these
MS-CASPT2 computations. c The experimental geometry was
used.54 d The geometries were taken from ref 6. e Value computed
by employing a two state model approximation.

DP ) Rdiff ) Rzz(HXe2F) - Rzz(HF) - 2R(Xe) (1a)

DHP ) γdiff ) γzzzz(HXe2F) - γzzzz(HF) - 2γ(Xe) (2)
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properties for the Xe atom are R ) 27.87 au and γ ) 20.03
× 103 au. The dramatic effect on the (hyper)perpolarzabities,
induced by two Xe atoms, is quite clear.

III.5. Interpretation of the Results. In this section, we
will interpret the computed linear and nonlinear optical
properties.

In particular, we would like to explain the very big change
of �zzz by inserting one and two Xe atoms in HF. We shall
employ a two state-model (TSM), based on the sum over
states (SOS) approach:53

where µe and µg are the excited- and ground-state dipole
moments, respectively, µge is the transition dipole moment,
and ∆E is the transition energy. The MS-CASPT2(4550/
16) method with two roots and the PolX basis set were
employed in order to compute the lowest-lying 21Σ+ excited
state. Thus, for the implementation of eq 3, we have used
µe, µg, and µge values computed at the PMCAS-CI level,
while the excitation energies were calculated by employing
MS-CASPT2 theory.

Inserting one and, even more, two Xe atoms in HF leads
to an increase of µge and decrease of ∆E. Similarly |∆µeg| )
|µe - µg| is larger for HXeF and HXeXeF, in comparison to
that of HF. The above features explain the very big effect
of one and, even more, two Xe atoms on the first hyperpo-
larizability. It is noted that �zzz of HF, HXeF, and HXeXeF,
computed by TSM (Table 9), is -11 070 (-11 040), -473
(-582.1), and -3.2 (-11.5) au, respectively. In parentheses
are the corresponding CCSD(T) values (Table 8). Thus, the
TSM model gives �zzz values in qualitative agreement with
those computed with the CCSD(T) method. A very good
agreement between the TSM and the CCSD(T) values for
the first hyperpolarizability of HXeXeF is observed, indicat-
ing the significant contribution of the σσ* transition to the
NLO response of this derivative.

Frenking et al.6 noted the following: “The substantial
activation barrier, which is predicted at different levels of
theory, suggests that HXeXeF could be observed in a low-
temperature xenon matrix”. However, currently, HXeXeF is
unlikely to be useful as an NLO material. The present NLO
results are useful, because they demonstrate a mechanism
(that is, insertion of noble gas atoms in a bond) for producing
very large hyperpolarizabilities. Thus, although HXeXeF,
currently, could not be considered as a material, it may show
a way to produce one.

IV. Concluding Remarks

CASVB and CASPT2 computations have shown the diradi-
caloid character of the ground state of the HNg2F systems,
which decreases in the noble gas atom (Ng) order Ar > Kr
> Xe. The diradicaloid character relies on the predominance
of the σσ* open-shell configuration in the ground state, the
smallest in HXe2F. The proper description of the state
electronic structure requires the use of multiconfigurational
approaches, but not only that. As the two low-lying states
of the 1Σ+ symmetry strongly interact, a two-level treatment

like that provided by SA(2)-CASSCF/CASPT2 or, better,
PMCAS-CI/MS(2)-CASPT2 is required, whereas single-
root SR-CASSCF procedures may lead to nonorthogonal
improper solutions. The decreasing diradicaloid character
upon increasing the noble gas atomic number is confirmed
by both the increasing singlet-triplet energy gap, which
diminishes the diradical character of the ground state, and
the singlet excited state structure, which evidences the
stabilization of the closed-shell σ2 configuration in the
heaviest HXe2F system. Both CCSD(T) and MS-CASPT2
computations have shown the great effect of the two Xe
atoms on the NLO properties. Specifically, it has been found
that insertion of one and two Xe atoms leads to an increase
of �zzz by 51 [) (�zzz{HXeF}/�zzz{HF})] and 960 [)
(�zzz{HXe2F}/�zzz{HF}] times, respectively, at the CCSD(T)
level (Table 8). The corresponding increases of |γzzzz| are 80
and 14 085 times, respectively.

Acknowledgment. The authors thank Professor G.
Frenking for his useful comments. The research reported has
been supported by the Spanish MICINN/FEDER projects
CTQ2007-61260, CTQ2010-14892, and CSD2007-0010
Consolider-Ingenio in Molecular Nanoscience and by the
Generalitat Valenciana. Grants in computing time from
TerraGrid (USA) and DEISA (7th Framework Programme)
are gratefully acknowledged.

References

(1) Papadopoulos, M. G.; Waite, J. J. Chem. Soc., Faraday
Trans. 1990, 86, 3525.

(2) Waite, J.; Papadopoulos, M. G. J. Phys. Chem. 1990, 94,
6244.

(3) Waite, J.; Papadopoulos, M. G. J. Chem. Phys. 1985, 82,
1427.

(4) Avramopoulos, A.; Reis, H.; Li, J.; Papadopoulos, M. G.
J. Am. Chem. Soc. 2004, 126, 6179.

(5) Avramopoulos, A.; Serrano-Andrés, L.; Li, J.; Reis, H.;
Papadopoulos, M. G. J. Chem. Phys. 2007, 127, 214102.
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Bégué, D.; Kellö, V.; Papadopoulos, M. G. J. Chem. Phys.
2009, 131, 134312.

(27) Li, J.; McWeeny, R. Int. J. Quantum Chem. 2002, 89, 208.

(28) Li, J.; Duke, B. J.; Klapötke, T. M.; McWeeny, R. J. Theor.
Comput. Chem. 2008, 7, 853.

(29) Li, J.; Duke, B. J.; McWeeny, R. VB2000, version 2.1; SciNet
Technologies: San Diego, CA, 2010. URL: http://www.
vb2000.net (accessed Mar 2010).

(30) Li, J.; Pauncz, R. Int. J. Quantum Chem. 1997, 62, 245.

(31) McWeeny, R. Proc. R. Soc. London, Ser. A 1959, 253, 242.

(32) Andersson, K.; Malmqvist, P.-Å.; Roos, B. O. J. Chem. Phys.
1992, 96, 1218.

(33) Roos, B. O.; Andersson, K.; Fülscher, M. P.; Malmqvist, P.-
Å.; Serrano-Andrés, L.; Pierloot, K.; Merchán, M. AdV. Chem.
Phys. 1996, 93, 219.

(34) Aquilante, F.; De Vico, L.; Ferré, N.; Ghigo, G.; Malmqvist,
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Abstract: A further parametrization of a united-atom protein model coupled with coarse-grained
water has been carried out to cover all amino acids (AAs). The local conformational features of
each AA have been fitted on the basis of restricted coil-library statistics of high-resolution X-ray
crystal structures of proteins. Potential functions were developed on the basis of combined
backbone and side chain rotamer conformational preferences, or rotamer Ramachandran plots
(φ, Ψ, �1). Side chain-side chain and side chain-backbone interaction potentials were
parametrized to fit the potential mean forces of corresponding all-atom simulations. The force
field has been applied in molecular dynamics simulations of several proteins of 56-108 AA
residues whose X-ray crystal and/or NMR structures are available. Starting from the crystal
structures, each protein was simulated for about 100 ns. The CR RMSDs of the calculated
structures are 2.4-4.2 Å with respect to the crystal and/or NMR structures, which are still larger
than but close to those of all-atom simulations (1.1-3.6 Å). Starting from the PDB structure of
malate synthase G of 723 AA residues, the wall-clock time of a 30 ns simulation is about three
days on a 2.65 GHz dual-core CPU. The RMSD to the experimental structure is about 4.3 Å.
These results implicate the applicability of the force field in the study of protein structures.

Introduction

Protein modeling with molecular mechanics (MM) force
fields plays an important role in computational biology.1-3

However, handling real systems with the current popular all-
atom force fields is limited in both size and time scale due
to the computationally demanding nature of these force
fields.4-6 In recent years, there have been increasing efforts
in developing coarse-grained (CG) force fields. Multiple
interaction sites of biomolecules are simplified to one site,
leading to a great increase in simulation capability. These
force fields describe proteins or DNA/RNAs at various
resolutions, ranging from the residue-based level,7-22 to the

intermediate level,23-34 and to the united-atom-based
level.35-41 They have extended greatly the temporal and
spatial scale of simulations.42-45 Some of them already have
predictive capabilities.24,26,31,33,38,39

Coping with environments such as explicit water requires
a great deal of calculation time. Implicit solvent models are
one way of reducing the computational cost. The generalized
Born (GB) solvent model has been carefully optimized so
that it fits well with the current all-atom force fields.1,46 Most
CG force fields also do not consider solvent explicitly but
treat solvent-induced effects such as hydrophobic interactions
as pairwise additive interactions.7-13,20,23-34,38,39 The im-
plicit solvent model may not be that efficient when the system
becomes more complex, such as in the case of a heteroge-
neous protein/water/membrane system, in which the details
of the membrane used are often of great interest. An
alternative approach is to treat the environment explicitly in
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a CG manner.14-19,21,22,35,37,40,41 A good example is the
MARTINI force field derived by Marrink and co-workers,15-17

in which roughly four heavy atoms are reduced into one site
for both the protein and environment. This force field has
been successfully applied to protein/membrane interactions
and membrane dynamics with a tremendous increase in
efficacy.18,19 However, due to the loss of atomistic informa-
tion of proteins in their model, the restraints on native
contacts are needed to maintain the native structures of
proteins.

Recently, we have been pursuing a protein force field40,41

that can be coupled with Marrink’s CG environment but
possesses adequate atomistic details for protein folding. By
simulating the helix-coil transition of polyalanine-based
peptides, we have initially demonstrated that such a force
field coupled with the CG solvent is indeed possible.40

Encouraged by the results, we are concentrating our effort
on the extension of this force field to the simulation of real
proteins.

To properly represent a protein, it is necessary to correctly
describe the backbone (φ, Ψ) conformational preference of
all 20 amino acids.47-52 For the amino acids with rotating
side chains, the degree of freedom (�) of the side chains
needs to be considered.53 Fitting gas phase Ramachandran
plots of alanine and glycine dipeptides with high-level
quantum mechanics (QM) calculations was a conventional
way of optimizing backbone potentials (φ, Ψ).54-60 But
during the development of the CHARMM-CMAP force
field,49 Brooks and co-workers found that even if the force
field can reproduce exactly the high-level QM backbone
potential in a vacuum, the systematic deviation in the
(φ, Ψ) of the R helix and � sheet from experimental data is
evident. They pointed out that the MM force field for the
gas phase may not capture well the solvent dependence of
the (φ, Ψ) potential in reality. Duan and co-workers47

reoptimized the backbone potentials of the AMBER force
field according to the high-level QM potential surface in a
medium of ε ) 4.0. The improved force field can reproduce
well the experimental structural properties of both dipeptides
and short polypeptides.

More recently, Liu and co-workers50 remodified the
backbone potential of the GROMOS force field with a QM
potential surface in water (ε ) 78.0) as a reference.
Moreover, they empirically adjusted the parameters by fitting
the free energy surface, instead of the potential surface, of
their model to the QM data. The optimized force field is
significantly improved in its ability to reproduce the native
structures of proteins in time-intensive simulations. We here
chose a similar way to optimize the backbone parameters of
our force field through the calculation of free energy surfaces.
The statistical Ramachandran surfaces from PDB were used
as references.

In addition to the backbone parameters, we also need to
optimize the parameters of the nonbonded interactions among
atoms in 20 amino acids. Following a thermodynamics-based
approach,14-17 a large part of these parameters were obtained
by reproducing the experimental thermodynamic properties
of organic molecules such as self-solvation free energies and
hydration free energies.41 However, the parameters among

polar/charged groups remain absent due to a severe lack of
direct experimental data on the pairwise interactions between
polar/charged groups in solvent environments. As such, we
plan to resort to explicit water simulations, from which the
potential mean force (PMF) between polar/charged groups
can be derived for the fitting. There are a number of
successful precedent applications of explicit water PMF to
the developments of force fields such as MARTINI61 and
UNRES62 force fields. A similar strategy was used by Chen
et al. for a GB implicit solvent model.63

In this paper, we report our recent work toward the full
parametrization of our force field, namely, the Protein in
Atomistic details coupled with Coarse-grained Environment
(PACE). Specifically, the backbone (φ, Ψ) potential was
optimized to reproduce the Ramachandran plots from a
protein data bank (PDB) coil library through aqueous
simulations of dipeptides of 20 amino acids. The conforma-
tional (�) distributions of side chains and the backbone
preferences in different side chain conformations were also
used in the fitting. The interactions between polar and
charged sites in proteins were optimized by fitting the PMFs
of simulations with the OPLS-AA/L force field in explicit
water. Together with the previous parameters, our force field
is already able to tackle proteins with real sequences. As a
preliminary test, tens to hundreds of nanoseconds of aqueous
simulations of several proteins (∼50 AA to ∼700 AA) were
performed. Native structures were well preserved in all of
the simulations (RMSD < 0.43 nm).

Models and Methods

The Coarse-Grained Protein Model. Our protein model
is united-atom-based (UA). As shown in Figure 1, normally,
each heavy atom together with the attached hydrogen atoms
is represented by one site. But the hydrogen atoms in
backbone amide groups and in the side chains of Asn, Gln,
Trp, and His are also explicitly represented to better account
for their hydrogen-bonding property. The total energy of our
model is expressed in eq 1:

The detailed description of the above terms and their
parametrization can be found in our previous papers.40,41

The first four terms describe the bonded interactions
between the sites that are connected through not more than
three covalent bonds. All bond lengths are constrained at
their equilibrium values. All bond angles are restrained
with a harmonic potential Eangle at their equilibrium values
with a force constant of K ) 300 kJ/mol/rad2. The
equilibrium values of bond lengths and angles are obtained
through the QM calculations of 15 small molecules. All
the values for bond length and bend angle are illustrated
in Figure S1 in the Supporting Information (SI). Etorsion

and E14pair describe the potential energy of a dihedral angle
about a rotating bond, which has forms in eqs 2 and 3.
E14pair stands for the interaction between sites separated
by three bonds. For an amino acid, its side chain torsion
potential is optimized by fitting the QM torsional potential

E ) Eangle + Etorsion + E14pair + Eimproper +
Enonbond + EHB

(1)
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of 24 minima and 22 rotation barriers of simple molecules.
But for the backbone part (φ, Ψ), the parameters will be
optimized by fitting the experimental (φ, Ψ) maps in this
work. Eimproper is used to keep planar geometries and chiral
centers in molecules. It imposes a harmonic potential on
a dihedral of four sites with K ) 300 kJ/mol/rad2. All of
the parameters for bonded terms can be found in Tables
S1-S2 in the SI.

Enonbond and EHB describe the interactions between sites
beyond three-bond connections. Enonbond is used for
isotropic nonbonded interactions. These interactions con-
sist of both van der Waals interactions and electrostatic
interactions that are normally treated separately in all-
atom force fields.58-60 But for simplicity, in our model,
only a Lennard-Jones potential (eq 4) is used to represent
the overall effect. Thus, all of the atomistic charges are
set to zero in our current force field.

The CG water developed by Marrink et al. is a vdW
sphere, representing a cluster of four water molecules. The
LJ parameters ε and δ of the CG water site are 5.0 kJ/
mol and 0.47 nm, respectively, which are optimized
through reproducing the density and compressibility of

pure water. We have treated the interaction between CG
water and protein sites with eq 4, with δij as the summation
of vdW radii of CG water and protein sites while εij’s
were optimized by fitting hydration free energies of 35
organic compounds.41 The average deviation from ex-
perimental data is about 1.1 kJ/mol. In our previous study,
self-solvation free energies (or free energies of evapora-
tion) of eight organic compounds were used to optimize
Enonbond parameters (εij and δij) for the interactions between
protein sites.41 These compounds include cyclohexane,
n-pentane, isopentane, benzene, diethyl ether, 2,3-dimeth-
yl-2-butene, triethylamine, and dimethylsulfide. The aver-
age errors for density and self-solvation free energy are
about 3.2% and 0.7 kJ/mol, respectively. These parameters
of nonbonded parts are listed in Tables S3-S4 in the SI.
It should be noted that to reproduce the solvation free
energies and densities of these eight compounds only
requires that Enonbond parameters for the interactions
between nonpolar sites and between nonpolar and polar
sites are optimized. Thus, the interactions between polar
sites such as HBs were left unparametrized.41 Therefore,
one of our main focuses in this work is to obtain the
parameters for the interactions between polar sites.

EHB describes hydrogen bond (HB) interactions between
two groups of sites such as amide groups. Because HB
interactions have directionality, we have devised a set of
attractive and repulsive potentials40 which are simultaneously
employed to maintain the directionality of HB between
backbone amide groups (Figure 2a and eq 5), which has been
adopted in the study by Dokholyan and co-workers.39

Figure 1. Schematic representations of amino acids in our model. Each circle indicates a site that is explicitly represented.

Etorsion ) ∑
i

Ktorsion,i[1 + cos(ni�i - �0,i)] (2)
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Here, only the HB between two amides that are separated
by at least two residues is considered. All of the parameters
have been optimized by fitting the change of free energy,
entropy, and enthalpy of the helix-coil simulations of
polyalanine-based peptides in our previous work.40 All of
the parameters are kept unchanged in this work except for
εattr between N and O atoms, which will be further optimized
in this work. The parameters for EHB are shown in Table S5
in the SI.

The backbone HB potential is not applicable to the HB
involving side chain amide groups of Asn and Gln. This is
because in these amide groups an amide nitrogen atom can
have two hydrogen atoms as donors, but the original HB
potential can only handle one hydrogen donor on each
nitrogen atom. Therefore, these hydrogen atoms need to be
explicitly represented, and another type of HB potential
should be used (Figure 2b and eq 6).

We have applied this approach to the HB interactions
between the side chains of Asp, Asn, Glu, Gln, His, and
Trp (Figure 1) and between these side chains and the
backbone amide groups. The optimization of parameters for
backbone-backbone interactions is based on the contents
of secondary structures of peptides. The parameters for side
chain-side chain and backbone-side chain HB interactions
are optimized by fitting the all-atom PMF. The details of
the optimization will be discussed in the Results and
Discussions.

The complete force field package is available upon readers’
requests. This package includes the force field files that are
compatible with the GROMACS software (v3.3) and a
written code that can automatically modify topology files
so that our force field can be used with GROMACS.

Dipeptide Simulations. All of the simulations were
performed with the GROMACS software packages (version
3.3.1).64 A dipeptide molecule (Ace-Xxx-NMe) that is
capped at the two ends was placed in a dodecahedron box
so that the minimum distance between box edges and the
molecule was about 1.4 nm. The box was filled with
400-500 CG water particles. All bonds are constrained with
the LINCS algorithm.65 All nonbonded interactions were
shifted to zero between distances of 0.9 and 1.2 nm. The
system was optimized with the steepest descent methods.
After a 5000-step optimization, the system was pre-
equilibrated at 300 K and 1.0 atm for 50 ps. The pressure
and the temperature were controlled by a thermostat and a
pressure bath with coupling constants of 0.1 and 0.5 ps,
respectively.66 After the pre-equilibrium, the system was
heated at 700 K with a constant volume for 10 ns. The last
5 ns of the heating simulation were used to generate the
starting conformations for production simulations. Dummy
atoms were used to remove the fastest motion of the system
involved with hydrogen.67 These dummy atoms are virtual
interaction sites whose positions are determined by three
nearby heavy atoms. Thus, in all of the normal molecular
dynamics (MD) simulations including protein simulations,
a large time step of 6 fs can be used, which has been shown
to satisfy energy conservation during simulations.67 As in
our force field, all of the parameters related to hydrogen are
optimized with the treatment of dummy sites; we suggest
that for consistency, dummy sites should be used for explicit
hydrogen atoms in simulations with our force field.

Replica exchange molecular dynamics (REMD) simula-
tions provide an efficient method to perform equilibrium
simulations.68,69 After combining with our fast UA model,
the REMD method becomes beneficial to parametrization.
Our REMD simulations contained 16 replicas with temper-
atures ranging from 300 to 431 K at 1 atm. Each replica
started with a different conformation generated from the
heating simulation at 700 K. Exchanges were attempted every
2 ps. The successful exchange rate was about ∼15%. For
each REMD simulation, each replica lasted for 50 ns. The
last 40 ns of the simulation at 300 K were used for analysis.

Finally, in all of the REMD simulations of dipeptides, the
Newton equation was integrated every 10 fs. Since most sites
in our model represent only a single atom and are connected
directly by strong covalent bonds, the system is prone to
crashes at large time steps. This is particularly obvious in
the REMD simulations, as simulation at a high temperature
(up to 431 K) is involved. To avoid crashes, we treated all
explicit hydrogen atoms as dummy sites and tripled the mass
of all proteins. Our previous studies and the peptide
simulations in an accompanying paper show that the mass
scaling plus the use of dummy atoms should not affect the
thermodynamic properties of the system, which is our main
interest in the current study.40

Figure 2. Schematic representation of hydrogen bond po-
tentials (a) between backbone amide groups and (b) between
donors and acceptors in side chains. The solid lines denote
repulsive potentials, and the dotted lines denote attractive
potentials.
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PMF Calculations. PMF calculations were performed in
a rectangular box with a size of 7.0 × 2.9 × 2.9 nm. A pair
of small molecules was put in the center of the box solvated
by about 500 CG water particles. To obtain the PMF of
solutes at a particular orientation, solutes were constrained
to move along a straight line. The PMF was calculated using
the free energy perturbation method in this work. Free energy
perturbation calculates the free energy change of a solute
pair separated at different distances. The positions of the
solute pair are restrained so that the pair is either in a close
contact (∼0.26 nm) or widely separated (∼2.2 nm). The
positions can be made a function of a coupling parameter
(λ). As λ slowly varies from zero to unity (10 000 000
perturbation steps with a time step of 6 fs), the solutes are
moved away from each other. The free energy difference
between the pair in any intermediate state and the close
contact state is determined as the accumulated energy
difference between the conformation corresponding to λ and
that corresponding to λ + δλ at each perturbation step. The
free energy at the longest distance is set to zero as the
reference point. In each perturbation simulation, the free
energies of 100 intermediate states were chosen for PMF
plots. For each PMF calculation, six to eight perturbation
simulations were performed to generate an averaged PMF
curve. All simulations were kept at 300 K and 1 atm
throughout the whole simulation.

PMFs were also calculated in all-atom simulations for
comparison when necessary. The calculation protocol is
similar to that of the CG simulation. The OPLS-AA force
field70 and TIP3P water model were used. As long-range
electrostatics might be important in PMF calculations, PME
summation71 was used in all atomistic simulations. In the
CG PMF calculations, the shift potential was used for the
nonbonded interactions like our normal MD and REMD
simulations. About 2000 water molecules were placed in a
box. Each perturbation simulation was performed for 5 000 000
perturbation steps with a time step of 2 fs. A total of 100
intermediate states were chosen in each simulation, and six
to eight perturbation simulations were carried out for each
PMF calculation.

Statistical Analysis. Protein X-ray crystal structures of a
resolution < 0.2 nm andwith an R factor < 0.2 were selected
and downloaded from the Protein Data Bank (PDB),72 with
a 50% sequence identity cutoff. There are a total of 4220
protein structures and 2.0 × 106 residues. When there are n
identical chains in a protein structure, each chain is counted
with a 1/n statistical weight. To obtain the local conforma-
tional preferences, we only chose the coil residues that are
not adjacent to any secondary structures,73 as previously
suggested.74 The residues that have backbone atoms with
temperature factor B > 36 or preceding prolines75 are also
excluded from our new restricted coil library (Coil-R for
short). Furthermore, we exclude the residues preceding a
turn-like R conformation (-60° < φ < +60°, both RL and
RR). The reason is because the side chains of some amino
acids such as Ser and Asx can form hydrogen bonds with
the backbones of the next residues if they are in the R
conformation.

Secondary Structure Analysis. As suggested by Garcia
et al.,76 a residue is considered to be helical only if this
residue and both of its neighboring residues have their
backbone dihedral (φ, Ψ) within (-60° ( 30°, -47° ( 30°).
If the backbone dihedral (φ, Ψ) of two residues are within
(-135° ( 45°, +135° ( 45°) and there is at least a HB
between the adjacent backbone amide groups to the two
residues, the two residues are considered as having � sheets.
A HB is considered as formed when the donor-acceptor
distance is shorter than 0.35 nm and the donor-hydrogen-
acceptor angle is larger than 120.0°.

Results and Discussions

Parameterization of Backbone Potentials. As a first step,
we carried out parametrization of backbone potentials using
the dipeptides of glycine and alanine. We used our recently
reported statistical potentials derived from a coil library of
the high-resolution X-ray crystal structure database.73 Wang
and co-workers have shown that the high-level QM potential
surfaces of alanine and glycine dipeptides in an implicit water
solvent are remarkably similar to the statistical results.48 A
similar observation was reported by Hu et al.52 in their QM/
MM simulations of alanine and glycine dipeptides. Table 1
shows a comparison between the surfaces from our coil
library and the surfaces from the high-level QM calculation
in a water solvent. The two types of surfaces agree well with
each other in not only the depths of minima but also the
heights of transition barriers. This is expected for the coil
library, which reflects the conformational features of amino
acids in solvent environments.

Our coil library73 purposely avoids the nonlocal effects
of other amino acids such as vdW and HB interactions.
Therefore, the derived statistical surfaces correspond to the
intrinsic conformational preference of amino acids, which
is supported by the comparison with the QM results (Table
1). In folded proteins, besides the intrinsic preference of
amino acids, nonlocal vdW and HB interactions are also
important. These nonlocal effects (Enonbond and EHB) are
separately treated and parametrized in our force field. This
strategy of combining the intrinsic preference and the
nonlocal effects appears to work well, as supported by our
protein simulations in this work (see later) and the folding
simulations of peptides in our accompanying paper.

The optimization of the backbone dihedral (φ, Ψ) potential
is empirical; that is, each further adjustment of parameters
is based on the free energy surface of the last simulation.
All of the parameters of φ and Ψ are optimized, including
the dihedral potentials of φ and Ψ and all of the related 1-4
pair interactions. The optimized values from our previous
study40 are used as the starting input. We also found that
several nonbonded interactions (Figure 3) are important to
the (φ, Ψ) free energy surface, such as Ni · · ·Hi+1, Hi · · ·Hi+1,
C�i · · ·Hi+1, Oi-1 · · ·Oi, Oi-1 · · ·C�i, Oi-1 · · ·Ni+1, and Oi-1 · · ·Ci.
Some of these interactions, such as Oi-1 · · ·Oi, Oi-1 · · ·Ni+1,
and Oi-1 · · ·C�i, have been suggested to be the most effective
in shaping the (φ, Ψ) surface in a geometric analysis of the
PDB structures by Ho et al.77 Therefore, the interaction
parameters of these atom pairs are also optimized to
reproduce the target surface.
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Results for Alanine Dipeptide. The optimized parameters
for alanine dipeptides are listed in Table 2. The simulated
(φ, Ψ) map with the optimized parameters is shown in Figure
4c. Compared to the (φ, Ψ) map from the coil library (Figure

4a), all of the major minima including RR, RL, �, and PPII
are reproduced by our UA model. Table 1 contains a detailed
comparison of the positions and relative free energies of these
minima and the transition barrier heights between the minima
from the coil library, the high-level QM calculations, and
our simulations. The global minimum of the (φ, Ψ) surface
in our simulations is the PPII conformer for Ala, in agreement
with both the statistical analysis and QM calculations. The
relative free energies of �, RR, and RL to PPII are 2.4, 1.4,
and 7.7 kJ/mol, respectively. Our result of the stability of
the �-conformer is closer to the statistical value (3.0 kJ/mol)
than the QM value (0.0 kJ/mol). The relative stability (1.4
kJ/mol) of RR conformers in our simulations is however
closer to the QM results (1.0 kJ/mol) than to the statistical
ones (2.1 kJ/mol). As for the RL conformers, their stability
estimated with our model is the same as that of the statistical

Table 1. Comparison of Positions (φ, Ψ in deg); Free Energy Difference (kJ/mol) of �, PPII, PPII′, RR, and RL

Conformations; and Barrier Heights (kJ/mol) between the Conformations for Different Methods Including the Coil Library,
Quantum Mechanics Calculations by Wang et al.,48 and our UA Modela,b

� PPII PPII′ RR RL �fRR �fPPII PPIIfRL

Ala
coil (-155,155) (-65,145) (55, -135) (-65, -35) (55,45) 8 4 18

3.0 0.0 12.4 2.1 6.9
QM (-156,144) (-64,142) N/A (-70, -32) (59,41) 7 1 24

0.0 0.0 1.0 4.0
UA (-165,145) (-75,145) (65, -145) (-75, -25) (65,35) 8 4 20

2.4 ( 0.1 0.0 10.4 ( 2.2 1.4 ( 0.2 7.7 ( 1.1

Gly
coil (-175,175) (-75,165) (75, -165) (-85, -15) (75,15) 9 4 20

3.3 1.4 1.2 3.0 0.0
QM (-166,173) (-66,153) (66, -153) (-66, -26) (66,26) 7

3.3 1.2 1.2 0.0 0.0
UA (-175,175) (-75,145) (75, -145) (75,25) (75, 25) 8 6 16

3.7 ( 0.2 1.5 ( 0.4 1.7 ( 0.4 0.1 ( 0.5 0.0

a The calculation is made at the MP2/cc-pVTZ//HF/6-31G** level in ε ) 78.0 medium by Wang et al.48 b The REMD simulations of
dipeptide in CG water are performed at 300 K. Standard deviations were estimated from block averages with a block size of 10 ns.

Figure 3. Schematic representation of remodified intraresidue
nonbonded interactions, as denoted by red arrows.

Table 2. Summary of the Parameters of n, �0 (deg), and
Ktorsion (kJ/mol) in eq 2 for φ (∠C-N-CR-C) and
Ψ (∠N-CR-C-N); the Parameters of ε14 (kJ/mol) and
δ14 (nm) for Related 1-4 Pairs; and the Parameters of
ε (kJ/mol) and δ (nm) for Remodified Intrabackbone
Lennard-Jones Interactions

AA dihedral Ktorsion n �0

Ala
φ

2.5 3 0
1 1 -180

Ψ 4 2 -180
1 1 0

Gly
φ

2.5 3 0
3.5 1 -180

Ψ 4 2 -180
1 1 -180

1-4 pair ε14 δ14 1-4 pair ε14 δ14

C-C 0.9 0.23 C-C� 0.9 0.28
H-C� 0 0 H-C 0 0
N-O 0.9 0.275 N-N 0.9 0.24
C�-O 0.9 0.28 C�-N 0.9 0.31

nonbond ε δ nonbond ε δ

Oi-1-Ci
a 0.6 0.27 Oi-1-Ni+1 0.894 0.26

Ni-Hi+1 2.98 0.183 Oi-1-C�i 0.894 0.32
Oi-1-Oi 0.8 0.33 Hi-Hi+1

b 1.95 0.22
C�i-Hi+1 0.447 0.315

a The subscripts indicate the identities of atoms in amino acids
(refer to Figure 3). b For these interactions, only the repulsive part
of the Lennard-Jones terms, 4εδ12/r12, is used.

Figure 4. Statistical (φ, Ψ) PMFs of (a) Ala and (b) Gly
dipeptides from the coil library. The calculated (φ, Ψ) PMFs
with our UA model are shown in c for Ala and d for Gly
dipeptides. The gap between the contour lines indicates a free
energy difference of 1 kJ/mol.
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analysis. Considering the previously examined force fields
with the relative stability of RL at more than 12.5 kJ/mol,52

our model has considerably raised the stability of RL. Besides
the local minima, the barriers between the minima are also
well reproduced. The heights of the barriers between � and
RR, between � and PPII, and between PPII and RL are 8, 4,
and 20 kJ/mol, respectively, which are very close to the
statistical values (8, 4, and 18 kJ/mol, respectively).

Results for Glycine Dipeptide. As shown in Figure 4,
Ala and Gly have quite different Ramachandran plots, due
to the replacement of C� in Ala by HR in Gly. As our force
field implicitly represents most H atoms, including HR, the
difference between Ala and Gly has to be reflected in another
way, such as using different backbone potentials for Ala and
Gly. We found that most of the backbone parameters remain
unchanged, except for a minor change in the torsional
potential of φ (Table 2), which is already good enough to
reproduce the statistical result of Gly.

Figure 4d shows our (φ, Ψ) free energy surface of Gly.
Since Gly has no chiral center, its (φ, Ψ) map should have
C2 symmetry about (φ ∼ 0, Ψ ∼ 0). In the plot of Gly from
the coil library (Figure 4b), an asymmetry appears. That is,
RL is more populated than RR. This indicates a trace of the
coupling between Gly and its adjacent residues in proteins
despite our effort to remove the coupling (see Models and
Methods). Except for this, the two plots (Figure 4b and d)
are quite similar. Five major minima are well reproduced,
including RR/RL (φ ∼ (π/2, Ψ ∼ 0), PPII/PPII′ (φ ∼(π/2,
Ψ ∼ π) and � (φ ∼ π, Ψ ∼ π). The global minima are RL

and RR, and the relative free energies of PPII, PPII′, and �
are 1.5, 1.7, and 3.7 kJ/mol, respectively, compared quite
favorably with the statistical results (1.4, 1.2, and 3.3 kJ/
mol, respectively) as well as the QM-calculated results (1.2,
1.2, and 3.3 kJ/mol).

Parameterization of Side Chain Potentials (�). Except
for Ala, Gly, and Pro, other amino acids have rotating side
chains. In particular, statistical analyses73,78 have revealed
that the degree of freedom of a side chain dihedral angle �
(∠N-CR-C�-Cγ) plays a critical role in determining the
conformational features of amino acids. Following the
convention, according to the range of the � angle, side chains
are defined as being in the g+ (-120° < � < 0°), g- (0° <
� < 120°), and t (120° < � < 240°) states (IUPAC-IUB
Commission on Biochemical Nomenclature, 1970).

Just like the coupling between φ and Ψ, the coupling
between � and (φ, Ψ) is also controlled by a set of
nonbonded interactions between special atom pairs.78 Figure
5 illustrates these interactions. They can be divided into two
kinds. The first kind is the steric repulsion between side
chains (atoms at γ and δ positions) and their neighboring
backbone amides (C, N, O, and H). In our testing simulations,
normal nonbonded parameters appeared too repulsive for
these interactions. The modified parameters should have
reduced repulsive forces. One exception is the repulsion
involving backbone H sites. Our previous QM calculations
have shown that the repulsion between Cγ and backbone H
sites is important in determining the relative energies of RR

and � conformations for amino acids such as Val.40

Therefore, this repulsion was taken into account. The second

kind of remodified interactions include those polar interac-
tions between side chain polar groups and backbone amides.
The normal nonbonded parameters can be too strong for these
interactions. As revealed by our testing simulations, these
parameters may distort the conformational distributions of
backbones and side chains from the statistical results. This
is especially severe for amino acids such as Asp, Asn, Ser,
Thr, and His, all of which have polar groups close to their
backbones. The local side chain-backbone interactions are
major parameters to be optimized.

In an ideal case, all amino acids would share exactly the
same set of parameters, which requires a global optimization.
Although such global optimization will be expensive with
our empirical fitting procedures, we are heading toward this
end. The current approach is a compromise. That is, all
backbone parameters including most of the φ, Ψ, and �
torsional terms and the intraresidue interaction terms are the
same for all amino acids. However, the torsional terms of
the φ, Ψ, and � dihedral angles, the multiplicities (n) of
which are one, were fine-tuned for individual amino acids
in order to account for the distinct RR, �, or even RL

propensities of different amino acids. Although this leads to
a loss of transferability of the force field, it significantly
simplifies the parametrization task and does not appear to
lose applicability to real peptide systems. In the accompany-
ing paper, we demonstrate that starting from random coils
our force field can fold peptides with different sequences
into their native structures.

Our parametrizations of the local interactions and torsional
potentials are guided by two principals: (1) to match the
populations of side chain rotamers (g+, g-, and t) and (2)
to fit the Ramachandran plots of the three rotamers of each
amino acid. In each side chain rotamer, there are four
important minima including RL, RR, PPII, and �. For each
amino acid, there are up to 12 minima (or basin). Their
positions and basin depths can be fitted. Thus, the reference
data should be more than enough to optimize all of the
parameters. It should be noted that for most of the amino
acids, their most favorable side chain conformations make
up more than 50% of the population. Therefore, during the
optimization, the backbone conformational distribution in the
most favorable side chain conformations has a higher priority
to be fitted than those in the other side chain conformations.
All of the optimized parameters are summarized in Table 3.

Figure 5. Schematic representation of local side chain-
backbone interactions that are optimized.
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Results for Side Chain Conformers. Table 4 shows the
preference of side chain conformers for all amino acids except
for Ala, Gly, and Pro. Our results are obtained through REMD

simulations of dipeptides in CG water with the optimized
parameters that are listed in Tables 2 and 3. As shown in Figure
6, the populations of three side chain rotamers of all amino

Table 3. Summary of the Parameters of n, �0 (deg), and Ktorsion (kJ/mol) in eq 2 for φ (∠C-N-CR-C), Ψ (∠N-CR-C-N),
and c (∠N-CR-C�-γ); the 1-4 Pair Parameters of ε14 (kJ/mol) and δ14 (nm) about �; and the Parameters of ε (kJ/mol) and
δ (nm) for Remodified Local Backbone-Side Chain Lennard-Jones Interactions

dihedral Ktorsion n �0 1-4 pair ε14 δ14 non-bond ε δ

All φ 2.5 3 0
Ψ 2 4 -180
� 4.9 3 0

Lys/Arg � 0.5 1 180 Cγi-Ni
a 0.1 0.29 Cγi-Hi/Hi+1 0.447 0.315

Gln/Glu Ψ (Leu) 0.75 1 0 Cγ1-Ci 0.1 0.33 Cγi-Ni+1 0.447 0.35
Met/Leu � (Leu) 0.75 1 120 Cγi-Ci-1 0.224 0.33

Val φ 2 1 0 Cγ1,i/Cγ2,i-Ni 0.1 0.29 Cγi-Hi/Hi+1 0.447 0.29
Ile Ψ 2 1 0 Cγ1,i/Cγ2,i-Ci 0.1 0.33 Cγi-Ni+1 0.447 0.35

Cγi-Ci-1 0.224 0.33

Phe φ 1.75 1 0 Cγi-Ni 0.1 0.29 Cγi-Hi/Hi+1 0.224 0.3
Tyr Ψ 2.5 1 0 Cγ1-Ci 0.1 0.3 Cγi-Ci-1 0.224 0.3
Trp � 0.4 1 120 Cγi-Ni+1 0.447 0.32

Cδ1,i/Cδ2,i-Ci-1/Ci 0.224 0.3
Cδ1,i/Cδ2,i-Ni 0.447 0.3
Cδ1,i/Cδ2,i-Ni+1 0.447 0.34
Cδ1,i/Cδ2,i-Hi 0.224 0.3
Cδ1,i/Cδ2,i-Oi-1 0.447 0.29

Asn φ 1 1 0 Cγi-Ni 0.1 0.29 Cγi-Hi/Hi+1
b 7.5 0.235

φ 2.75 1 -120 Cγi-Ci 0.1 0.3 Cγi-Ci-1 0.224 0.3
� 2 1 -150 Cγi-Ni+1 0.447 0.32

Nδ2,i-Ni 0.447 0.3
Nδ2,i-Ci-1/Ci 0.224 0.3
Nδ2,i-Ni+1 0.447 0.34
Hδ21,i-Oi

c 22 0.16
Oδ1,i-Hi/Hi+1

c 25 0.16
Oδ1,i-Oi-1/Oi

b 15 0.235
Oδ1,i-Ci-1/Ci 0.447 0.29

Asp φ 1.5 1 0 Cγi-Ni 0.1 0.29 Cγi-Hi/Hi+1
b 7.5 0.235

φ 2 1 -120 Cγi-Ci 0.1 0.3 Cγi-Ni+1 0.447 0.32
� 2.75 1 165 Cγi-Ci-1 0.25 0.36

Oδ1,i/Oδ2,i-Oi-1/Oi
b 15 0.235

Oδ1,i/Oδ2,i-Ci-1/Ci 0.447 0.29
Oδ1,i/Oδ2,i-Hi

c 25 0.16
Oδ1,i/Oδ2,i-Hi+1

c 19.2 0.162
Cγi-Oi 6 0.26

Cys Ψ 0.5 1 0 Sγi-Ni 0.1 0.31 Sγi-Ni+1 0.447 0.35
� 1 1 -120 Sγi-Ci 0.1 0.35 Sγi-Ci-1 0.224 0.33

Ser φ 1.5 1 -120 Oγi-Ni 0.1 0.3 Oγi-Hi/Hi+1 2.5 0.22
� 1.5 1 -120 Oγi-Ci 0.1 0.3 Oγi-Ni+1 0.894 0.32

Oγi-Oi-1 2.5 0.27
Oγi-Oi 0.1 0.353

Thr φ 2 1 0 Oγ1,i-Ni 0.1 0.3 Cγ2,i-Hi/Hi+1 0.447 0.29
Ψ 2 1 0 Oγ1,i-Ci 0.1 0.3 Cγ2,i-Ni+1 0.447 0.35
� 1 1 -120 Cγ2,i-Ni 0.1 0.29 Cγ2,i-Ci-1 0.224 0.33

Cγ2,i-Ci 0.1 0.33 Oγ1,i-Hi+1 2.5 0.22
Oγ1,i-Hi 0.1 0.288
Oγ1,i-Ni+1 0.894 0.32
Oγ1,i-Oi-1 2.5 0.27
Oγ1,i-Oi 0.1 0.353

Pro Ψ 2.5 1 0 Cγi-Ni 0.1 0.29 Cγi-Hi/Hi+1 0.224 0.3

His φ 2.25 1 0 Cγi-Ci 0.1 0.3 Cγi-Ci-1 0.224 0.3
φ 2 1 -120 Cγ1-Ni+1 0.447 0.32
Ψ 1 1 0 Cδ2,i-Ci-1/Ci 0.224 0.3
� 0.3 1 120 Nδ1,i-Ci-1/Ci 0.224 0.3

Cδ2,i/Nδ1,i-Hi 0.224 0.3
Cδ2,i/Nδ1,i-Ni 0.447 0.3
Cδ2,i/Nδ1,i-Ni+1 0.447 0.34
Cδ2,i-Oi-1 0.447 0.29

a For these interactions, only a part of the Lennard-Jones terms, 4εδ12/r12, is used to represent the repulsive forces between the pair of
particles. b The subscripts indicate the identities of atoms in amino acids (refer to Figure 5). c The large values of ε are used for hydrogen
bonding interactions. d A harmonic constraint at -63° with K ) 41 kJ/mol rad2 is applied to φ of Pro.
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acids expect for Ala, Gly, and Pro derived from our model
match well with those from the coil library. The correlation
coefficient R2 is about 0.94, and the slope of the fitting line is
1.22. Interestingly, we found that simulations with the OPLS-
AA/L and AMBERff03 force fields give no apparent correlation
with the coil library in side chain rotamers.73

Table 5 shows the relative free energies of RL, RR, PPII,
and � conformers when the side chains adopt g+, g-, and
t rotamers, from both our calculation and the statistical
results. Not counting the conformers that are set as reference
states with zero free energy or have too low a probability,
the relative free energies calculated with our model are on
average deviated from the statistical values by 1.98 kJ/mol.
For the backbone conformers in the most favorable side chain
rotamers, the average deviation is reduced to 1.12 kJ/mol.

Figure 7 shows the comparison of �-dependent (φ, Ψ)
Ramachandran plots between our model and the coil library
for six representative amino acids. It is known that the shape
and positions of the important minima on the (φ, Ψ) maps are
different at the three � conformers (g+, g-, and t).73,78 For
example, in the g+ conformers for all amino acids, φ in the

left region spans the range of -150° to -60°, but the lower
limit of φ extends to -180° in the g- conformers, expect for
�-branched amino acids such as Val and Thr. Unlike the g+
and g- conformers, the upper limit of Ψ in the t conformers is
lowered from 180° to 150°. In addition, in the g+ conformers,
the RL basins are well sampled, but they are normally less well
sampled in the g- and t conformers. Our model is able to
capture most of these features for various amino acids.

The �-dependent Ramachandran plots of other amino acids
are given in the SI (Figure S2). The results of our force field
are in good agreement with the coil library results in each case.

Revision of Hydration Parameters of Charged Side
Chains and Amide Groups. Globular proteins are soluble
because there are polar side chains on the protein surface exposed
to the hydrophilic environment. Although a protein core is normally
composed of nonpolar groups, there are a significant number of
polar or ionizable groups buried or partially buried inside a protein.
Adolfsen et al. analyzed 124 PDB structures ranging from 100
amino acids to more than 600 amino acids.79 About 37-61% of
the surface area of ionizable groups is buried for 100-amino-acid-
long proteins. Gunner et al. studied 490 proteins with a size of 36
to 1357 residues.80 Among them, about 17% of the ionizable
groups are fully buried in protein cores. Ionizable groups may not
be charged if they are not exposed to water. For instance, Val66
of staphylococcal nuclease is buried in the core of the protein. When
it is mutated to Lys, Asp, or Glu, the pKa value of Lys is reduced
to 5.7 and those of Asp and Glu are increased to 8.7 and 8.8,
respectively.81,82 A similar effect is also observed when Leu38 is
mutated to Asp or Glu.83 Another example is Asp79 in ribonuclease
SR, which has a pKa value of 7.4.84 The Asp79Phe mutant has a
greater stability than the wide-type enzyme by 3.7 kcal/mol. This
shows that ionizable amino acids may prefer a neutral state when
they are placed in a hydrophobic environment. This can be
physically understood since charged groups inside the protein
induce a large desolvation penalty. During the folding process of
a protein, ionizable residues would be neutralized before they move
into the protein core. It may be particularly important to include
this neutralization process in the force field in order to study the
folding of large proteins that contain more buried ionizable groups.

In our previous work, we optimized the hydration parameters
of charged groups by fitting the experimental hydration free
energy of ions (∆Ghyd).41 In that parametrization scheme, we
assumed that all ionizable side chains are always charged in
both water and a low dielectric medium. In fact, ionizable
groups may become neutral when they are in protein cores
which normally have low dielectric constants. To account for
this effect, in our model, we designed a thermodynamic cycle,
as shown in Figure 8. Our goal is to attain an effective ∆Ghyd

for an ionizable group so that regardless of the charge state of
this group, its partition between water and cyclohexane agrees
with experimental data. As such, hydration parameters of
ionizable groups are reoptimized to fit the effective ∆Ghyd,
which is calculated according to eq 7.

Effective solvation free energy in water (∆Ghyd) is the sum of
the experimental solvation free energy in cyclohexane (∆Gchx),

Table 4. Population of Side Chain Rotamers (g-, g+,
and t) of Various Amino Acids from Our UA Modela and
the Coil Library

g+ g- t

CG coil CG coil CG coil

Lys 0.712 0.649 0.057 0.106 0.231 0.246
Gln 0.712 0.640 0.070 0.114 0.218 0.246
Glu 0.723 0.601 0.061 0.139 0.216 0.260
Arg 0.701 0.606 0.069 0.166 0.230 0.228
Met 0.728 0.613 0.058 0.139 0.214 0.248
Leu 0.697 0.731 0.016 0.018 0.287 0.251
Val 0.613 0.574 0.290 0.333 0.097 0.093
Ile 0.511 0.612 0.362 0.267 0.127 0.121
Phe 0.629 0.516 0.074 0.190 0.296 0.295
Trp 0.526 0.447 0.119 0.233 0.355 0.320
Tyr 0.643 0.484 0.091 0.188 0.266 0.328
His 0.592 0.556 0.102 0.189 0.306 0.255
Cys 0.561 0.458 0.183 0.292 0.256 0.250
Ser 0.298 0.294 0.620 0.534 0.083 0.172
Thr 0.203 0.273 0.698 0.637 0.099 0.090
Asn 0.627 0.551 0.161 0.189 0.212 0.260
Asp 0.547 0.482 0.216 0.228 0.237 0.289
standard

deviation
<0.020 <0.030 <0.020

a All of the calculated populations are obtained through
dipeptide simulations in solution at 300 K. Standard deviations are
estimated from block averages with a block size of 10 ns.

Figure 6. Plot of probabilities of side-chain rotamers (g+,
g-, and t) of all amino acids except for Ala, Gly, and Pro in
the coil library against the ones in our simulations.

∆Ghyd ) ∆Gchx + ∆G(hyd-chx) + ∆GpKa
(7)
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the experimental transfer free energy from cyclohexane to water
(∆G(hyd-chx)), and the free energy change of ionization in water
(∆GpKa). Experimental values of ∆Gchx and ∆Ghyd-chx are taken
from the works of Radzicka and Wolfenden85 and Wolfenden
et al.86 The ∆GpKa value can be obtained from eq 8.

R is the Boltzmann constant; T is 300 K. The pH is assumed to
be 7. Experimental pKa values of ionizable groups are taken
from the works of Thurlkill et al.87 and Nozaki and Tanford.88

Solvation free energy values and revised parameters of ionizable
groups are shown in Tables 6 and 7, respectively.

It should be noted that the hydration parameters of our
ionizable groups are optimized in such a way that these
groups can partition in water and a low dielectric medium
as if they have distinct charge states in different environ-
ments. However, the parameters of nonbond interactions
between these groups and other protein sites actually cannot
vary in different environments.

As explicit hydrogen sites in side chain amide groups are
included in the current model, the hydration scheme of this
group is different from the previous model, in which the

Table 5. Relative Free Energies (kJ/mol) of RL, RR, PPII, and � Conformers of All Amino Acids except for Ala and Gly When
Side Chains Adopt g+, g-, and t Conformationsa

coil library PACE

side chain conformer RL � PPII RR RL � PPII RR

Lys g+ 3.0 1.0 0.0 0.0 5.0 3.2 0.2 0.0
g- 11.0 0.0 2.0 2.0 8.4 0.0 4.3 2.9
t 12.0 3.0 0.0 2.0 11.4 0.7 0.0 1.1

Gln g+ 4.0 1.0 0.0 0.0 5.7 3.2 0.1 0.0
g- 10.0 0.0 2.0 3.0 n/ab 0.0 3.9 2.3
t 10.0 3.0 0.0 1.0 11.4 0.2 0.0 1.2

Glu g+ 5.0 1.0 0.0 0.5 5.2 3.2 0.0 0.0
g- n/a 0.0 1.0 1.0 n/a 0.0 3.1 1.9
t 11.0 4.0 0.0 1.0 10.4 0.4 0.0 1.6

Arg g+ 4.0 0.0 0.0 1.0 4.4 2.0 0.0 -0.3
g- 12.0 0.0 2.0 4.0 10.9 0.0 4.3 2.2
t 12.0 2.5 0.0 1.0 11.2 0.2 0.0 0.9

Met g+ 4.0 2.0 0.0 2.0 4.5 3.2 0.0 -0.1
t 12.0 2.0 0.0 2.0 10.4 0.8 0.0 1.0

Leu g+ 7.0 2.0 0.0 2.0 6.7 4.2 0.0 1.6
t 10.0 2.0 0.0 2.0 13.1 1.7 0.0 2.9

Val g+ 10.0 0.0 0.0 3.0 13.7 0.2 0.0 7.6
g- 14.0 0.0 2.0 3.0 14.2 0.0 -0.3 3.7
t n/a 0.0 1.0 3.0 n/a 0.0 3.4 8.3

Ile g+ 11.0 0.0 0.0 4.0 14.7 0.0 0.1 6.7
g- 13.0 0.0 3.0 3.0 n/a 0.0 0.2 3.7
t n/a 1.0 0.0 2.0 n/a -3.5 0.0 4.6

Phe g+ 4.0 0.0 0.0 3.0 7.3 0.0 -1.3 3.2
g- n/a 0.0 4.0 5.0 n/a 0.0 5.6 8.4
t 7.0 3.0 0.0 2.0 13.1 -0.5 0.0 6.9

Trp g+ 6.0 1.0 0.0 2.0 8.1 1.3 0.0 4.6
g- n/a 0.0 4.0 5.0 n/a 0.0 5.7 7.4

Tyr g+ 5.0 0.0 0.0 2.0 9.8 0.0 -0.7 3.8
g- n/a 0.0 4.0 5.0 13.8 0.0 5.9 12.1
t 8.0 3.0 0.0 3.0 n/a -0.7 0.0 6.1

His g+ 2.0 0.0 0.0 2.0 4.1 1.9 0.0 1.8
g- 8.0 0.0 2.0 3.0 10.6 0.0 4.6 4.0
t 4.0 1.0 0.0 1.0 9.4 -1.7 0.0 3.6

Cys g+ 4.0 2.0 0.0 3.0 6.6 2.5 0.0 0.4
g- n/a 0.0 3.0 1.0 n/a 0.0 2.3 2.2

Ser g+ 4.0 2.0 0.0 1.0 5.2 4.2 0.0 -0.2
g- 13.0 1.0 1.0 0.0 10.4 4.0 2.0 0.0
t 8.0 0.0 0.0 6.0 8.1 0.5 0.0 2.1

Thr g+ 8.0 2.0 0.0 2.0 11.9 0.0 0.0 6.8
g- 11.0 0.0 2.0 0.0 10.1 0.0 -0.7 1.3
t 17.0 0.0 3.0 7.5 n/a 0.0 3.9 6.2

Asn g+ 0.0 3.0 0.0 1.0 1.7 4.6 0.0 -0.8
g- 11.0 0.0 3.0 0.0 9.1 3.9 2.5 0.0
t 0.0 2.0 0.0 3.0 5.9 0.1 0.0 1.6

Asp g+ 3.0 4.5 0.0 1.0 2.5 7.4 0.0 -0.7
g- 15.0 3.0 5.0 0.0 n/a 4.7 1.4 0.0
t 2.0 2.0 0.0 3.0 5.1 0.0 0.0 0.2

Pro n/a n/a 0.0 4.0 n/a n/a 0.0 3.3

a Both the results from the coil library and our force field are listed. b The probability of the conformer is too low for free energy to be
calcualted. Standard deviations were estimated from block averages with a block size of 10 ns. The standard deviations for all conformers
are less than 1.0 kJ/mol except for RL conformers (<2.5 kJ/mol).

∆GpKa
) -RT ln Keq

ln Keq ) 2.30(pH - pKa)
(8)
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hydrogen sites are implicitly represented. Thus, we also
reoptimized the hydration parameters for interactions between
CG water and the amide group. For the NH moiety of
aromatic rings in His and Trp, its hydration parameters were
transferred from the side chain amide group. As explicit
amide hydrogen sites are also considered for backbone amide,
the hydration parameters for backbone amide need a reop-
timization. We find that most of the parameters for side chain

amide can be transferred to backbone amide except for the
hydration parameters of hydrogen sites, which were sepa-
rately optimized.

The hydration parameters for charged side chains and
amide groups are obtained by fitting the experimental
hydration free energies of organic compounds like we did
before.41 All of the reoptimized parameters and calculated
hydration free energies are listed in Table 7.

Potential of Mean Force of Polar Side Chains. It is
important to accurately describe polar/charged interactions
in order to study protein folding and protein-protein
interactions. PMF calculation is a fundamental measure of
these interactions in a water solvent. To accurately reproduce
salt bridge and hydrogen bond interactions, interaction
parameters of polar groups are optimized to fit PMFs
obtained from all-atom simulations. As all nonbonded
interactions in our model involve only two types of param-
eters, εij representing interaction strength and δij representing
interaction distance, εij and δij parameters are optimized
simultaneously in the PMF calculations. Optimized param-
eters for polar-polar interactions are shown in Table 8.

Figure 9 shows the PMFs of salt bridge or hydrogen bond
interactions of eight polar side-chain pairs in water. As
multidimensional PMF is still computationally challenging,
1D PMFs are obtained with the position restraint of polar
groups on a straight line. The constrained orientations of
polar groups are also shown in Figure 9. In our model,
hydrogen(s) is implicitly incorporated into ammonium
nitrogen, guanidinium nitrogen, and hydroxyl oxygen. Figure
9a shows the PMF of a typical salt bridge normally found
in proteins between ammonium and carboxylate groups. This
pair of groups was constrained by the collinear approach in
that the -CH2NH3

+ moiety of ammonium and the
-CH2-C< moiety of carboxylate were on the same line. It
has an interaction energy of about -10.4 kJ/mol in our
model, which is comparable to the all-atom simulation
(-10.0 kJ/mol). The generalized Born (GB) model developed
by Brooks et al. in 1999 underestimated the interaction
energy by 3.3 kJ/mol, whereas EEF1 overestimated it by 6.3
kJ/mol.89Figure9bshowsthePMFoftheguanidine-carboxylate
interaction. This salt bridge pair was fixed on the same plane,
and the -NH-C< moiety of guanidine and the -CH2-C<
moiety of carboxylate were constrained on a line. Our model
is able to reproduce the interaction energy, which is about
-18.4 kJ/mol in our force field and -18.8 kJ/mol in the
all-atom model. The GB model is 2.5 kJ/mol less attractive,
and EEF1 is about 17 kJ/mol too attractive.89 We assume
that HB acceptor groups such as amide carbonyl groups and
acceptor nitrogen in aromatic rings share the same parameters
with carboxylate groups when they interact with donor
groups such as ammonium, amide, and hydroxyl. In addition,
the parameters for like-charge groups are optimized in a
similar manner, the PMFs of which are shown in Figure
9c-d.

Solvent-separated interactions can be observed in explicit
solvent models only because this requires a single water
molecule to be placed between two polar groups. Although
this feature is apparent in our force field, the location of the
solvent-separated interaction is shifted further away by about

Figure 7. Backbone (φ, Ψ) distributions with side chains
adopting different conformers (g+, g-, and t) for Lys, Phe,
Val, Ser, Thr, and Asp from our UA model in CG solvent (CG)
and the statistical results (coil). The gap between the contour
lines indicates the free energy difference of 1 kJ/mol.

Figure 8. Revised hydration parametrization scheme for
ionizable groups: Lys, Arg, Asp, and Glu. To account for the
effect of the charged groups becoming neutral when they are
in the protein core, the solvation free energy in water (∆Ghyd)
of ionizable groups is considered the sum of the solvation free
energy in cyclohexane (∆Gchx), the transfer free energy from
cyclohexane to water (∆G(hyd-chx)), and the free energy change
of charging in water (∆GpKa). Hydration parameters are
optimized to fit ∆Ghyd.

Table 6. Calculated Solvation Free Energy of Ionizable
Groups in Water (∆Ghyd) from the Experimental Solvation
Free Energy in Cyclohexane (∆Gchx),85,86 the Transfer
Free Energy from Cyclohexane to Water (∆G(hyd-chx)),85,86

and the Free Energy Change When Charged (∆GpKa)a

∆Ghyd ∆Gchx ∆Ghyd-chx ∆GpKa pKa

Lys -37.3 -16.4 -1.5 -19.4 10.40a

Arg -73.3 -20.6 -24.2 -28.5 12.0b

Asp -47.0 -9.2 -18.8 -19.0 3.67a

Glu -42.8 -13.9 -13.2 -15.7 4.25a

a All free energy values are in kJ/mol. pKa values are taken
from the work of Thurlkill et al.87 and Nozaki and Tanford.88
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2 Å (Figure 9). This is because each of our CG solvent
particles represents four water molecules. In addition, the
solvent-mediated interactions are examined only for pairs
of small molecules. Further studies are needed to investigate
these interactions involved with much larger molecules such
as protein-protein interactions. Thus, we should be cautious
in studying proteins that involve significant solvent-separated
interactions. Like implicit solvent models, the height of the
first PMF peak is underestimated in our force field. However,
it is not clear whether there is any significant consequence
in capturing such fine details of the interactions. While the
folding kinetics might be altered, the lower height of the
first PMF peak might in fact accelerate the conformation
sampling without introducing much thermodynamic bias.

In our model, polar hydrogen is explicitly represented in
amide (Asn, Gln), methylimidazole (His), and methylindole
(Trp) groups. With explicit hydrogens, hydrogen bonds

Table 7. Optimized Parameters for Interactions between CG Water and Charged Side Chains or Amide Groups and the
Calculated and Experimental ∆Ghyr of the Compounds That Are Used to Fit the Parametersa

particle typeb εij (kJ/mol) δij (nm) compounds ∆Ghyr (kJ/mol) ∆Ghyr(expt) (kJ/mol)

-NH3
+ 12.00 0.340 butylammonium -37.4 -37.3

-NH-C-(NH2)2 4.90 0.340 N-propylguanidinium -73.1 -73.3
-NH-C-NH2)2 4.90 0.340
-COO- 6.00 0.340 acetate ion -45.8 -47.0
-COO- 2.00 0.415
-CO-NH2 0.86 0.400 acetamide -40.3 -40.6
-CO-NH2 9.00 0.340
-CO-NH2 0.8 0.415
-CO-NH2 3.40 0.280
-CO-NH- 7.00 0.280 N-methylacetamide -42.4 -42.1

a The CG simulations are at 300 K. The calculated ∆Ghyr is an average over 6-8 simulations. The standard deviations are less than 1.5
kJ/mol. b -NH3

+ for ammonium; -COO- for carboxylate; -CO-NH2 for side chain amide; -CO-NH- for backbone amide;
-NH-C-(NH2)2 for guanidine.

Table 8. Optimized Parameters for Polar-Polar
Interactions of Charged/Polar Groups

interacting particlesa εij δij (nm)

-NH3
+ · · ·-COO- 10.00 0.260

-NH3
+ · · ·-CO-NH2 10.00 0.260

-NH3
+ · · ·dN- 10.00 0.260

-NH-C-(NH2)2 · · · -COO- 10.00 0.260
-NH-C-(NH2)2 · · · -COO- b 1.00 0.360
-NH-C-(NH2)2 · · · -CO-NH2 3.00 0.300
-CO-NH2 · · · -COO- 23.00 0.160
-CO-NH2 · · · -COO- c 15.00 0.235
-CO-NH2 · · · -COO- c 15.00 0.235
-CO-NH2 · · · -CO-NH2 23.00 0.160
-CO-NH2 · · · -CO-NH2

c 15.00 0.235
-CO-NH2 · · · -CO-NH2

c 15.00 0.235
-CO-NH2 · · ·dN- 23.00 0.160
-CO-NH2 · · ·dN- c 15.00 0.235
-OH · · · -COO- 7.20 0.260
-OH · · · -CO-NH2 7.20 0.260
-OH · · · -OH 6.20 0.260
-OH · · ·dN- 7.20 0.260
-CO-NH- · · ·-COO- 27.00 0.16
-CO-NH- · · ·-CO-NH2 27.00 0.16
-NH3

+ · · ·-NH3
+ b 4.00 0.33

-COO- · · ·-COO- c 2.00 0.28
-NHC(NH2)2 · · · -NHC(NH2)2

b 4.00 0.33

a -NH3
+ for ammonium; -COO- for carboxylate; -CO-NH2

for side chain amide; -CO-NH- for backbone amide;
-NH-C-(NH2)2 for guanidine; dN- for acceptor nitrogen in
heterocycle; -OH for hydroxyl group. b The following potential is
used for this interaction: Enonbond ) ∑i*j(4εijδij

6)/r6. c The following
potential is used for this interaction: Enonbond ) ∑i*j(4εijδij

12)/r12.

Figure 9. PMFs of six polar group pairs in the UA model
(dashed lines) and all-atom model (solid lines). r is the
distance between atoms of two groups. The all-atom PMFs
in a-d come from ref 89. In g and h, the value of 10.0 kJ/mol
is used for εattr.
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involving these polar groups could have better orientation
and directionality. Here, we use the same parameters for the
NH moiety in these different donor groups. As an example,
amide/amide and amide/carboxylate PMFs are shown in
Figure 9e-f. Two polar groups are constrained on the same
plane in the PMF calculation. The hydrogen bond interaction
energy of amide/amide is -9.4 and -9.5 kJ/mol in our model
and the all-atom model, respectively. The amide/carboxylate
pair also shows comparable results to the all-atom simulation.
The contact energy in the all-atom model is -9.2 kJ/mol
and is -9.4 kJ/mol in our model.63 As the backbone NH
moiety has a larger hydration parameter than the NH moiety
in side chain amide (Table 7), we also optimized its
interaction parameters with the acceptors like carbonyl and
carboxylate groups.

As a hydroxyl group is treated as one site currently, the
inclusion of both its donor and acceptor ability may cause
trouble when it simultaneously interacts with multiple donor
and acceptor groups. We here are only focused on its HB
donor property, except for the case of hydroxyl/hydroxyl
interactions. A statistical analysis of the PDB structures
showed that a hydroxyl group is 3 times more likely to be a
donor than an acceptor.90 PMFs of hydroxyl/hydroxyl and
hydroxyl/amide hydrogen bond interaction are shown in
Figure 9g and h, respectively. For all hydrogen bond cases,
polar group pairs are constrained so that the hydrogen bond
donor, the hydrogen atom, and the hydrogen bond acceptor
are on the same line. The hydroxyl/hydroxyl pair has about
-12.6 and -12.3 kJ/mol of contact energy in our force field
and the all-atom model, respectively. The hydrogen bond
interaction energy of the hydroxyl/amide pair is -9.0 kJ/
mol in our model and about -9.5 kJ/mol with the all-atom
model. As the hydrogen site is implicit in our force field,
the potential derived in the above corresponds to a situation
in which the OH bond is always in the best orientation to
form a HB when it is close to an acceptor group. However,
because the OH bond can rotate freely, placing it in the HB
direction can cause a loss of entropy. We considered this
effect by adding a correction of RT ln(1/3) onto the attraction
parameters between hydroxyl and acceptor groups due to
the alignment of the OH bond in the HB direction from three
rotamer states. Similarly, we added RT ln(1/3 × 2/3) for the
hydroxyl/hydroxyl interaction. Therefore, the original at-
traction parameter (ε) of 10.0 kJ/mol for hydroxyl/acceptor
and hydroxyl/hydroxyl now becomes 7.2 and 6.2 kJ/mol,
respectively.

Optimization of Backbone/Backbone HB. Backbone/
backbone HB interactions are critical for defining the
geometrical feature of proteins, especially for secondary
structures. They are the most abundant interaction type in
proteins. As expected, any small variation in the parameters
of backbone/backbone interactions can significantly influence
the simulation results of a force field. Unlike the parametri-
zation of side chain amide groups, we tried to optimize the
backbone/backbone HB parameters through peptide simula-
tions. Such a strategy has been used before. For instance,
Brooks and co-workers refined backbone potentials and
atomistic input radii for continuum electrostatics in the
development of their CHARMM-CAMP force field.63 Irback

and Mohanty used a series of folding simulations of peptides
and mini-proteins to optimize nonbonded interactions of their
all-atom force field with an implicit solvent model.91 These
studies raise the importance of balancing between an R helix
and � sheet. We here chose two peptides, the AK17 [Ac-
(AAKAA)3GY-NMe]92 peptide that is ∼30-35% helical and
the GB1m2 (Ac-GEWTYNPATGKFTVTE-NMe)93 peptide
that is a mutant of the N-terminal �-hairpin of the protein G
B1 domain. The extremely fast kinetics of these peptides
enable us to perform numerous folding simulations to
optimize the backbone/backbone HB parameters. Each
folding simulation was conducted in 16 REMD replicas with
a temperature ranging from 300 to 430 K. Each simulation
lasts for 100-200 ns. The average helical and sheet contents
were calculated over the last 50 ns of the simulation.

Equation 5 and Figure 2a show all of the potential terms
of the backbone/backbone HBs. Only the attraction parameter
εattr that controls HB strength was further optimized. It should
be noted that no attempts have been made to reproduce the
native structures of the peptides. Only the total contents of
the secondary structures of the peptides are fitted in the
optimization. Figure 10 shows the secondary structure
contents of AK17 and the GB1m2 with different εattr values.
With εattr increasing from 17.7 to 19.7 kJ/mol, the helical
content of AK17 increases from ∼7% to ∼61%. However,
instead of a � sheet, a significant amount of R helix is also
developed in the GB1m2, indicating that a single εattr value
is not enough. We therefore adopt two εatrr parameters. One
is for short-range hydrogen bonds between Oi and Ni+3 and
between Oi and Ni+4 that are crucial to turns and helices.
The other is for the remaining long-range HB bonds. After
a nontrivial trial-and-error optimization, we find that εattr is
about 19.2 kJ/mol for the short-range HBs and εattr is about
20.7 kJ/mol for the long-range HBs.

Figure 10. Number of helical (blue) and sheet (brown)
residues of the AK17 and GB1m2 peptides with different εattr

parameters (kJ/mol). “Short” indicates the values of εattr for
the short-range Oi/Ni+3 and Oi/Ni+4 HBs. “Long” indicates the
values of εattr for the other HBs.
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Aqueous Simulations of Proteins. Like all-atom force
fields, our force field is built upon the parametrization of
small molecules such as side chain analogues or dipeptides
that contain constituent functionality. There remains a
question of whether it is effective and accurate to combine
all of the optimized parameters for the study of real proteins.
A stringent test should be the folding of peptides and mini-
proteins into their native structures by first principle means.
Such a test is presented in our accompanying paper. Here,
we show a preliminary test on protein simulations. Aqueous
simulations of proteins have become a consensual way of
examining the protein portions of force fields.94 Using this
approach and starting with NMR/X-ray structures, multi-
nanosecond MD simulations of proteins in water have been
conducted. During the simulations, the maintenance of
experimental structures as well as other thermodynamic
properties is deemed an indication of the feasibility of force
fields for protein simulations.

Verification of Our Force Field. To examine our force
field, we selected seven proteins of small to medium size
(56-108 AA) that have a cross-section of various secondary
structures. Most of them have recently been used to examine
the performance of a modified version of the CHARMM
force fields.95 Another (PDB code: 1ctf) was used to validate
the modification of the GROMOS96 force fields.50 The
RMSD values of CR carbon atoms from native structures
were employed to monitor whether the native structures are
kept during the simulations. Table 9 lists the average CR

RMSD values in 100 ns simulations of the six proteins with
our force field. The full trajectories of the RMSD can be
found in Figure S3 in the SI. All of the calculated RMSDs
are around or below 0.3 nm except for 1bta. The average
RMSD for all of the proteins is about 0.295 nm. Thus, the
native structures can be considered maintained. Our results
are generally larger than but comparable to the RMSD of
the same proteins derived from all-atom simulations. In one
case (1fks), our RMSD is even better than that of all-atom
models (0.248 nm vs 0.358 nm). In terms of the ability to
reproduce experimental native structures, our force field is
roughly comparable to the all-atom models.

Finally, we examined whether our force field can be
extended into more complex systems such as large proteins.
We chose to study malate synthase G (PDB code: 2jqx),
which contains 723 amino acids.96 Starting with the NMR-
derived structure, a 30 ns MD simulation was carried out.
Throughout the simulations, the RMSD is kept around 0.4

nm (Figure 11a). The average RMSD is 0.43 nm. Consider-
ing the large size of the protein, this RMSD is at least small
enough as an indication of the maintenance of the native
topology (Figure 11b). It should be noted that the simulation
was conducted with a 2.66G Hz dual-core CPU at a speed
of 10 ns/day. Combining the solvents, our force field system
is equivalent to an all-atom system of more than 100 000
atoms. Simulating tens or hundreds of nanoseconds of
such systems is still a formidable task for all-atom force
fields.

We do notice that several proteins including 1bta and 1fw7
partially unfold during the simulations (Table 9 and Figure
S3, SI). Visual inspection reveals that the unfolding is mainly
caused by a considerable loss of native polar interactions
such as HBs. We suspect that our force field may underes-
timate polar interactions in a low dielectric medium such as
a large protein. This is because all of the parameters for polar
interactions are optimized to reproduce all-atom results in a
solvent-exposed environment. In a low dielectric medium,

Table 9. Comparison between the Averaged CR RMSD (nm) from the Respective Experimental Structures for the Nine
Proteins Simulated with Our Force Field and Previous All-Atom Modelsa

UA All-atom

PDB ID no. of AAs simulation length (ns) CR RMSD (nm) simulation length (ns) CR RMSD (nm) b

3gb1 NMR 56 100 0.258 (0.029) 50 0.106 (0.020)
1ctf X-ray 68 100 0.242 (0.045) 100 0.16c

1d3z NMR 76 100 0.259 (0.026) 22 0.141 (0.020)
1bta NMR 89 100 0.415 (0.101) 142.9 0.134 (0.016)
1fks NMR 107 100 0.248 (0.017) 143.5 0.358 (0.074)
1fw7 NMR 108 100 0.381 (0.052) 148.0 0.171 (0.015)

a The values in parentheses are standard deviations. Average RMSD values were calculated from the beginnings of simulations. b These
are from ref 50. c This value is from ref 95 and is an average over the last 90 ns.

Figure 11. (a) Change of the root-mean-square deviation
(nm) of CR carbons during the simulation. (b) The PDB
structure of malate synthase G and its simulated structure at
the end of the simulation.
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the polar interactions are supposed to be strengthened due
to the removal of the screening effect of water. Nevertheless,
the screening effect is missing in the current CG model that
is basically LJ fluid. Thus, our force field may be more
suitable for proteins with large proportions of exposed parts.

Conclusion

In this paper, we describe our recent effort in the improve-
ment of our protein force field model, which includes two
aspects. First, the backbone (φ, Ψ) potential is reoptimized
to reproduce shapes, positions, and depths of �, PPII, RR,
and RL basins on the statistical (φ, Ψ) surfaces for Ala and
Gly. Local side chain-backbone interactions are optimized
to reproduce correct preferences of side chain conformers
(g+, g-, and t) of various amino acids as well as the
dependence of backbone conformations (φ, Ψ) on side chain
conformations (�). Second, we also parametrize the interac-
tions between polar groups by fitting the PMFs of polar group
pairs that are derived from all-atom simulations. Together
with previously derived parameters, our force field is able
to reproduce the native structures of series of proteins of
small to medium size (<150 AA). Moreover, the stability of
the native structures can be maintained for even larger
proteins (>700 AA). Simulating tens of nanoseconds of such
large proteins is easy (several days of calculation with a
single computer) for our force field, and simulations of
microseconds are within reach. These results imply the
applicability of our force field to the structural study of real
proteins.
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Abstract: We present the application of our recently developed PACE force field to the folding
of peptides. These peptides include R-helical (AK17 and Fs), �-sheet (GB1m2 and Trpzip2),
and mixed helical/coil (Trp-cage) peptides. With replica exchange molecular dynamics (REMD),
our force field can fold the five peptides into their native structures while maintaining their
stabilities reasonably well. Our force field is also able to capture important thermodynamic
features of the five peptides that have been observed in previous experimental and computational
studies, such as different preferences for a helix-turn-helix topology for AK17 and Fs, the
relative contribution of four hydrophobic side chains of GB1p to the stability of �-hairpin, and
the distinct role of a hydrogen bond involving Trp-Hε and a D9/R16 salt bridge in stabilizing the
Trp-cage native structure. Furthermore, multiple folding and unfolding events are observed in
our microsecond-long normal MD simulations of AK17, Trpzip2, and Trp-cage. These simulations
provide mechanistic information such as a “zip-out” pathway of the folding mechanism of Trpzip2
and the folding times of AK17 and Trp-cage, which are estimated to be about 51 ( 43 ns and
270 ( 110 ns, respectively. A 600 ns simulation of the peptides can be completed within one
day. These features of our force field are potentially applicable to the study of thermodynamics
and kinetics of real protein systems.

Introduction

The successful application of molecular dynamics (MD)
simulations to structural and dynamic studies of proteins
relies on the efficiency of the sampling protocol and the
quality of the underlying force fields.1,2 With the rapid
growth in computing power, advanced computing techniques3

and accelerating sampling methods such as multicanonical
simulations,4 replica exchange molecular dynamics
(REMD),5 and metadynamics,6 computer simulations have
become far more powerful than those of even a few years
ago.7-9 Despite this progress, all-atom force fields with

explicit treatment of solvents, which are arguably the most
accurate, are only capable of attaining converged sampling
for small peptides with not more than 20 amino acids at
considerable computational expense.9-11

To further enhance sampling, it is necessary to reduce the
number of degrees of freedom. The key challenge here is
how to simplify models with a minimal loss of accuracy.
Several approaches have been developed. For example, an
explicit solvent model can be replaced by an implicit solvent
model such as the generalized Born model with surface area
(GB/SA).12-14 In conjunction with all-atom protein models,
GB/SA has been accepted and used widely for its improved
efficacy.1 Very recently, the combination of the AMBERff96
all-atom force field and the GB model by Onufriev et al.14

has made a breakthrough in folding a millisecond slow folder
NTL9(1-39),7 with the help of large-scale distributed
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computations and GPU coding.3 Besides the implicit model,
another approach is to use a coarse-grained (CG) protein
representation,15,16whichiscoupledwitheitheranimplicit17-19

or a CG solvent model.20-22

Combined with the fast sampling method REMD, the
simplified model has reached the point where converged
sampling for small peptides and mini-proteins only costs
moderate computation time. Thus, a comparison with
experimental observations can be readily made. This com-
parison is a critical test of the quality of force fields even
for all-atom models with explicit solvents, as most of the
models are derived from small molecules or dipeptide
models.23-26 On the experimental side, there are a number
of designed peptides that fold at the microsecond time
scale.27 These peptides possess R-helices,28-30 �-hairpins,31-35

or mixed topologies,36-41 and tertiary structures can be found
in some of them.36-41 As a result, they are perfect targets in
extensive computational studies.9,19,40,42-59

The comparisons reveal that it is not trivial for force fields
to achieve a balance between R-helical and �-sheet structures.
Okamoto and co-workers have shown that different all-atom
force fields with explicit solvent models have quite different
preferences for helical and extended structures.60,61 Shell et
al. performed extensive REMD simulations of short helices
and hairpins with four versions of AMBER force fields and
three sets of parameters for the GB/SA implicit solvent,
which were proposed previously.62 They reported that only
the AMBERff96 coupled with the GB/SA parameters
proposed by Onufriev et al.14 could attain the balance. A
CG model with implicit solvent has also been found to be
problematic in transferability when used to predict R, �, and
mixed structures.63 The peptide simulations clearly demon-
strate that current force fields need further optimization.64-67

A good balance for a number of small peptides has been
achieved in several encouraging cases such as a modified
version of the CHARMM22/CMAP with the GB solvent by
Chen et al.,68 the OPLS-AA with the GB model by
Ulmschneider and Jorgensen,69 the CG OPEP force fields
by Chebaro et al.,70 and an all-atom model with implicit
solvent by Irback and Mohanty.71

In our preceding paper,72 we presented the full param-
etrization of a united-atom protein model, namely, the PACE
(Protein in Atomistic details coupled with Coarse-grained
Environment) force field, for all 20 amino acids, which is
coupled with a CG solvent model.73-76 We have shown that
the force field is capable of maintaining the native structures
of several proteins in MD simulations. It is thus critical to

evaluate the applicability of the force field in folding
simulations of peptides, and in particular to examine whether
the force field attains a balance between the R-helix and
�-sheet. In this paper, we report the results of the folding
simulations of five small peptides using REMD techniques.
As listed in Table 1, these peptides include (1) designed
R-helical peptides such as AK1729 and Fs77 peptides; (2)
�-hairpin peptides such as GB1m2,33 a mutant of the
N-terminal hairpin in the protein G B1 domain that has much
faster folding kinetics than the wide type, and Trpzip2;35

and (3) the R-helical/coil Trp-cage36 that possesses a tertiary
topology. These peptides have been extensively studied in
MD simulations and used to validate parameters of force
fields (Table 1). As normal MD can also provide kinetic
information about folding, we have also carried out normal
MD folding simulations for AK17, Trpzip2, and Trp-cage.
In addition, possible further improvements on this model will
also be discussed.

Model and Methods

All of the simulations were performed with the GROMACS
software package (version 3.3.1).78 The PACE force field,
presented in the preceding paper, was used for peptides.21,22,72

Water was modeled by the CG solvent model of Marrink et
al.73 All of the peptides were capped with an acetyl group
at N-terminals and N-methylamide at C-terminals. All of the
starting conformations were full helices. The peptide was
placed into a dodecahedron box. The minimum distance
between the peptide and the edges of the box was about 1.3
nm. About 1100-1300 CG solvent particles, depending on
the size of the peptide, were filled in the box. The whole
system was first optimized with the steepest descent method
by 5000 steps. A 120 ps pre-equilibrium simulation was
carried out on the optimized system at T ) 300 K and P )
1 atm with a time step of 6 fs. A 6 ns NVT denaturing
simulation was then performed at T ) 700 K. Snapshots after
2 ns of the denaturing simulation were randomly chosen,
and 120 ps simulations of these snapshots were performed
at T ) 300 K and P ) 1 atm to prepare the starting
conformations for the production simulation. The time step
of the denaturing simulation is 4 fs due to the high
temperature.

Our REMD simulations were composed of 16 replicas.
Their temperatures ranged from 300 to 430 K. The pressure
was kept at 1 atm. A time step of 10 fs was used. The mass
of peptides was tripled to avoid the instability of the

Table 1. Sequences and Experimental Stabilities of the Five Peptides Studied in This Work and Previous Representative
Computational Studies of These Peptides

peptide name sequencea stability at 300 K refs
used to optimize

parameters?b

AK17 Ac-(AAKAA)3GY-Nme ∼30-35%c 42, 46 overall helical content
Fs Ac-A5(AARAA)3-Nme ∼50-55%; Tm ) 303 Kc 43-45, 62, 71, 84 no
GB1m2 GEWTYNPATGKFTVTE ∼70-75%; Tm ) 320 Kd 68, 71 overall �-sheet content
Trpzip2 SWTWENGKWTWK >90%; Tm ) 345 Kd 62, 68, 69, 98, 99 no
Trp-cage NLYIQWLKDGGPSSGRPPPS ∼70%; Tm ) 317 Kd 9, 52-58, 68, 70, 71 no

a The underlined residues are in helical states; the bold residues are in sheet states; the italic residues are in loops, turns, or coils. b If
yes, this column indicates which propensities of the peptides are used for parametrization. c Based on CD measurement.79,80 d Based on
NMR measurement.33,35,36
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simulations at high temperatures. It will be shown later that
this has little effect on the thermodynamic properties of the
simulated systems. An attempt to exchange configurations
between replicas was made every 2 ps. The average ratio of
a successful exchange was about 15%. With a cluster of eight
two-way 2.66 GHz CPUs, the wall time for 300 ns (×16
replicas) of REMD simulation was about 30 h.

Following Garcia and Sanbonmatsu,44 a residue was
considered as helical only if this residue and its two
neighboring residues had their (φ, Ψ) within (-60° (
30°,-47° ( 30°). The helical probability (or fraction) is
calculated as the ratio of the number of helical residues to
the total residue number minus two, which accounts for two
terminal residues that can never be helical. A hydrogen bond
was considered formed only if the donor/acceptor distance
was shorter than 0.35 nm and the donor/hydrogen/acceptor
angle was larger than 120°.

Results and Discussions

Simulations of Helical Peptides. The total helical content
of the AK17 peptide at 300 K is ∼41%, which is averaged
over the last 70 ns of 100 ns REMD simulations. Since this
quantity has been used to fit our force field parameter,72 as
expected, it is consistent with ∼30% of the helical content
of this peptide by CD measurements.79 It is natural to
immediately wonder if the optimized parameters can be
transferred to other helical peptides. We therefore also carried
out the REMD simulations of a longer helical peptide
[Ac-A5(AAARA)3A-NMe], known as the Fs peptide,30,77

which has been explored experimentally.80,81 The CD-based
measurement gave a melting temperature Tm of 303 K for
this peptide.80 The average helical content in our simulation
(the last 50 ns of 80 ns REMD simulation) is ∼43%, in
agreement with experimental results.

In addition to the total helical content, the residual helical
contents of the AK17 and Fs peptides at 300 K were
investigated (Figure 1). Their residual helical contents share
two common features: (1) The residues in the N-terminus
have a higher helical content than the C-terminal residues.
In AK17, residues 2 and 3 at the N-terminus have helical
contents of ∼40% and ∼60%, respectively, while residues
14-16 at the C-terminus have helical contents of ∼0-20%.
In Fs, residues 2 and 13 are ∼40% and ∼65% helical,
respectively, but residues 19 and 20 are ∼25% and ∼10%
helical, respectively. The asymmetry of the helical content
distribution has been well characterized by previous NMR
studies of polyalanine-based peptides.82,83 (2) The residual
contents in the middle of the helices are slightly lower than
the residual contents closer to the terminals. In AK17, the
middle residues 7-9 are ∼40% helical, but the highest
residual helical content exceeds 60%. In Fs, the helical
contents of residues 10 and 11 are also ∼40%, lower than
those of residues 3-6 and 15-17. This feature has also been
observed in the previous MD simulation studies of the A21
and Fs peptides.43,45

The Fs peptide has been the subject of numerous MD
studies.43-45,62,71 Using the AMBER force field with the GB
solvent, Zhang et al. performed multiple 100 ns MD

simulations and found that a helix-turn-helix structure is
predominant for Fs at 300 K.43 In a seminal work, Garcia
and Sanbonmatsu44 applied the REMD techniques so that
equilibrium sampling could be achieved. They found that
the AMBER-ff94 force field with explicit solvent signifi-
cantly overestimates the Tm of Fs (Tm ∼ 400 K). This can
be corrected by ignoring all backbone torsion terms in this
force field. Using the modified force field, they suggested
that Fs’ preference for the helix-turn-helix structure in the
GB simulations is likely an artifact of the implicit solvent.84

Sorin and Pande45 proposed another modified version of the
AMBER force field (parm99 φ) with explicit solvent that
not only renders correct thermodynamics of this peptide but
also reproduces the non-R conformations and helix-coil
kinetics better than Garcia’s modified version. Interestingly,
their results showedthat thepopulationof thehelix-turn-helix
is considerable.

To reveal the structural features of our Fs model in more
detail, we clustered the structures sampled from the 30th to
100th nanosecond of the simulation at 300 K according to
the root-mean-square deviation (RMSD) of backbone atoms
with a cutoff of 0.25 nm. A total of 125 clusters were
identified, and the top 10 clusters which account for >50%
of the total population are shown in Figure 2a. Clearly,
various helical topologies can be sampled with our force
fields. Following Zhang et al.,43 we defined seven helical
topologies, tagged them on each cluster, and then counted
the overall populations of each topology. The topologies
include (1) full helix (F-H), (2) one-helix (1-H), which has
only one helical fragment, (3) helix-turn-helix (HTH),
which has two helical fragments and an intervening loop/
turn in the middle of the peptide, (4) N-helix-turn-helix
(N-HTH), which has a helix-turn-helix topology with the
loop/turn closer to the N-terminus, (5) C-helix-turn-helix
(C-HTH) with the loop/turn closer to the C-terminus, (6)

Figure 1. Residual helical contents of the AK17 (a) and Fs
17 (b) peptides at 300 K. The error bars were estimated from
block averages, with block sizes of 10 and 500 ns for REMD
and normal MD simulations, respectively.
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three-turn-helix (3-H), which has three helical fragments,
and (7) full coil (C).

It can be seen from Table 2 that the structures with a two-
helix topology are the most abundant in our Fs simulations.
The overall population of HTH, N-HTH, and C-HTH is
∼55%, comparable to the ∼53% in implicit solvent simula-
tions43 and slightly larger than the ∼42% in explicit solvent
simulations.45 The probability of a full helical structure is
∼3%, smaller than the ∼20% and the ∼17% estimated from
the implicit solvent45 and explicit solvent models,45 respec-
tively. This is because, in our Fs model, the fraying ends
prevent the formation of a perfect full helix. If the one-helix
topology is also considered, the combined population reaches
∼21%, which is much closer to the previous studies. The
topological distribution here can also be cross-checked using
the radius of gyration (Rg) of the conformational ensemble.
Small-angle X-ray scattering (SAXS) measurements reported
an Rg value of ∼0.9 nm for the Fs.45 Our calculated 〈Rg〉 is
∼0.85 ( 0.07 nm, slightly smaller than but still in agreement
with experimental results.

One may wonder if the preference to the HTH topologies
is inherent to our model. We therefore conducted the same
analysis for the AK17 peptide. The top 10 clusters and the

populations of each helical topology are shown in Figure
2b and Table 2, respectively. The most stable cluster forms
almost all possible helical HBs (on average ∼12 helical HBs)
except for the C-terminal Gly. The backbone of the Gly
residue, known as a helix breaker,85 adopts an RL conforma-
tion in the most stable cluster. Even though the AK17 peptide
has only four fewer residues than the Fs peptide, the
structures with only one helical fragment make up ∼58%
of the total population. On the other hand, the population of
two-helix topologies decreases to ∼30%. This is in line with
an implicit solvent MD study by Chowdhury et al.42 where
a similar peptide [Ac-YG(AAKAA)2AAKA-NH2] was
found to be ∼60% full helix. Moreover, the calculated Rg
of the AK17 is 0.78 ( 0.06 nm, close to the experimental
value of 0.82 nm.46 The topological analyses of the Fs and
AK17 peptides demonstrate that our force field is able to
capture the common topological features observed in previ-
ous implicit and explicit solvent models.

Besides the REMD simulations, a 3 µs normal MD
simulation was performed for the AK17 at 300 K. Our
purpose was 2-fold. In the REMD simulation, a 10 fs time
step was used, and the mass of peptides is tripled to maintain
replicas at high temperatures. In the normal MD, a 6 fs time
step was used without scaling of the mass of the peptide.
This time step is well below the upper limit of a 7.5 fs time
step for the conservation of the energy of a system when
using dummy atoms in simulations.86 Thus, any effect of
the REMD setup on the thermodynamics properties can be
seen from the comparison with normal MD results. Our
second purpose was to examine how fast our model can
sample the conformational space with a normal MD protocol.
Unlike the REMD, a normal MD is able to provide
information about the transition between states, which can
be valuable for an assumption-free analysis of the kinetics
of protein folding.7,8

The helical content and the average Rg during the normal
MD simulation are ∼43% and 0.79 ( 0.06 nm, respectively,

Figure 2. Representative structures of the most populated clusters of the Fs (a) and AK17 (b) peptides.

Table 2. Probabilities of Different Helical Topologies
Sampled in the Simulations of the Fs and AK17 Peptides

Fs AK17

full helix 3.5% 3.1%
one helixa 17.1% 55.0%
helix-turn-helixb 19.3% 15.7%
N-helix-turn-helixc 20.0% 6.8%
C-helix-turn-helixd 15.7% 7.4%
three-turn-helixe 19.9% 7.0%
full coil 4.5% 5.0%

a A conformation with only one helical fragment. b Two helical
fragments intervened by a loop/turn in the middle of the peptide.
c A helix-turn-helix with the loop/turn closer to the N-terminus.
d A helix-turn-helix with the loop/turn closer to the C-terminus.
e A conformation with three helical fragments.
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which agree well with our REMD results (41% and 0.78 (
0.06 nm, respectively). In addition, the residual helical
contents of each amino acid of the REMD simulation also
match well with those of the normal MD simulations (Figure
1a). These suggest that our REMD protocol has little effect
on the thermodynamics.

Figure 3 shows the change in the numbers of residues in
helices and sheets during the normal MD simulations.
Multiple helix-coil and sheet-coil transitions are observed.
Although a detailed kinetic analysis of the folding mechanism
is out of the scope of this paper, we wanted to roughly
estimate how fast the model travels in the conformational
space. Following what we have done before,21 we tracked
the dynamic change in the number of helical residues. After
a coil is reached (zero helical residues), a folding event is
thought to occur once a nearly full helix is formed (g12
helical residues). An unfolding event is assumed as a
transition from a nearly full helix to a coil. In the 3 µs
simulations, there are a total of 32 folding/unfolding events.
The averaged times for folding (τf) and unfolding (τu) events
are ∼51 ( 43 and ∼44 ( 33 ns, respectively, which are
similar to our previous calculations.21 The relaxation time
(τ) of helix-coil transition in our MD simulation is estimated
to be ∼24 ns according to τ ) τuτf/(τu + τf). The kinetics of
helix-coil transition here are approximately an order of
magnitude faster than the helix-coil kinetics from experi-
mental measurements (τ∼100-500 ns).81,80,87,88 Two rea-
sons may account for the acceleration. One is the CG solvent
model that we used. Marrink et al. have shown that coarse-
graining on water can lead to an overall increase in the
diffusion rate of solutes by 4-5 times.73 The other factor
may be our simplification to the protein model, leading to a
smoother free energy surface for the helix-coil transition.

Simulations of �-Hairpin Peptides. Folding of the
GB1m2 Peptide. With the same force field, we now turn to
�-sheet peptides. The peptide GB1p (GEWTYDDATKT-
FTVTE), the N-terminal fragment of the protein G B1
domain, has been known to possess a native-like �-hairpin
structure in aqueous solution.32 Although a Trp florescence
study reported that this peptide is 80% folded at 297 K and
has a folding time of ∼6 µs,89 recent NMR data suggested
that its folded population is only ∼30% at 298 K33 and its

folding time is 17-20 µs,34 slower than previously estimated.
Several mutants of GB1p have been derived to increase the
stabilitiy and folding speed of the �-hairpin.33 For instance,
a loop mutant, GB1m2 (GEWTYNPATGKFTVTE), can
have ∼74% folded structures at 298 K, and its folding time
decreases to ∼5 µs.33,34

Because of their well-characterized kinetics and thermo-
dynamics, the GB1p series have been investigated in
numerous computational studies.47-51,62,68,70,71,90 They have
been used to test the quality of force fields. For example,
the AMBER ff99SB and ff99 sets of parameters with the
GB solvent fold the GB1p into helical structures instead of
�-hairpins.62 On the other hand, several force fields such as
OPLS-AA and the AMBER ff03 and ff99ci sets overestimate
the stability of GB1p considerably.90 The calculated Tm’s
are 60-80 K above the experimental Tm values (293 K).
Interestingly, using their OPEP force fields with the REMD,
Chebaro et al. reproduced the thermal stability of GB1p.70

The folding of GB1p series has been used in the optimization
of force fields.68,71 The specially optimized force fields by
Chen et al.68 and by Irback and Mohanty71 are even able to
discriminate the stability difference among the GB1p and
its mutants.

We chose the GB1m2 mutant for the optimization and
examination of our force field72 due to its stability and fast
kinetics. It should be noted that in the optimization we only
tried to reproduce the total �-sheet content by changing
backbone-backbone HB strengths. Other factors such as
native topologies were not considered at all. Since the
�-hairpin folds slower than the R-helix, we found that the
REMD simulations of the GB1m2 converge at a slower rate
than the REMD simulations of the AK17 and Fs (Figure S1
in the SI), which is basically consistent with previous
computational studies.68 We therefore carried out three
REMD simulations of the GB1m2 starting from three
different sets of denatured conformations, two lasting for 300
ns and one lasting for 600 ns. The last 100 ns of each
simulation were analyzed.

The generated conformations are clustered according to
backbone and C� atoms excluding two terminal residues with
a RMSD cutoff of 0.2 nm, following the clustering scheme
proposed by Daura et al.91 Figure 4a shows the superposition
between the GB1p PDB structures (1pgb) and the represen-
tative structures of the largest clusters of the three REMD
simulations at 300 K. The RMSDs of the three representative
structures with respect to the experimental structure are 0.09,
0.09, and 0.14 nm. The slightly larger RMSD for the latter
one is due to the fraying ends. The populations of the largest
clusters for the three REMD simulations are 43.0%, 45.6%,
and 45.5%, indicating a convergence for the sampling of
native structures.

Another way to estimate native conformations is to count
native backbone HBs.51,68,71 The number of native HBs in
a given conformation is denoted by NnHB. Figure 5a shows
the probability distribution of NnHB at 300 K. Assuming that
a folded conformation has NnHB g 3, the probabilities of
folded conformations in the three REMD simulations are
43.2%, 45.4%, and 45.4%, respectively, consistent with the
estimation by RMSD. The fractions of folded structures were

Figure 3. Change in the numbers of helical and sheet
residues during a normal MD simulation of the AK17 peptide
at 300 K.
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computed for all replicas. The change in the folded fractions
with temperature is shown in Figure 5b. Because the CG
solvent developed by Marrink et al. has a frozen point of as
high as ∼290 K,73 we could not obtain the melting curve at
too low a temperature. However, since the folded fraction
at 300 K is already close to one-half, we roughly estimated
the Tm to be ∼295-300 K by interpolating the melting curve
to 50% of folded fraction. Our estimated Tm is ∼20-25 K
lower than experimental data (320 K).33

There is an interesting puzzle about the hydrophobic
interactions in the GB1p hairpin.92 There are four nonpolar
side chains, Trp3, Tyr5, Phe12, and Val14. In both the crystal
and NMR structures of the whole domain, all four residues
contribute significantly to interstrand hydrophobic interac-
tions to stabilize the hairpin.93,94 This can be seen clearly
from our counting of the numbers of atomistic contacts
between the side chains of the two strands (cross-strand
atomistic contacts). As shown in Table 3, all four residues
have at least 25 cross-strand atomistic contacts. Furthermore,
the number of contacts between Trp3 and Val14 is 25, and
the number of contacts between Tyr5 and Phe12 is 35. There
are few contacts between Trp-Val14 and Tyr5-Phe12. Thus,
Trp3-Val14 and Tyr5-Phe12 form two separated hydrophobic
clusters. Nevertheless, a mutagenesis study revealed that the
influence of mutation of Val14 on the thermal stability of
the isolated GB1p hairpin is negligible compared with the
others.92 Blanco et al. have also shown several interstrand

NOEs in the NMR study of the GB1p hairpin, but no
interstrand NOE between the Val14 side chain and other
residues.32 In our folded ensemble (Table 3), the numbers
of interstrand contacts involving Trp3, Tyr5, and Phe12 are
22.9 ( 5.2, 20.1 ( 4.1, and 34.5 ( 6.9, respectively, which
are still comparable to those in the crystal structures (31,
35, and 41, respectively). However the interstrand contact
of Val14 is significantly reduced from 25 to 8.5 ( 2.7,
indicating that Val plays a less significant role in the cross-
strand hydrophobic cluster. This agrees with experimental

Figure 4. (a) Superimpositions of the native structure of the
N-terminal hairpin of the protein G B1 domain (red) and the
representative structures of the largest clusters of the three
REMD simulations of the GB1m2 peptide at 300 K (purple,
green, and brown). (b) The representative structures of the
second to fifth most stable clusters of the three REMD
simulations at 300 K.

Figure 5. (a) Probability distribution of the number of native
HBs in the three REMD simulations of the GB1m2 peptide.
The native HBs are Pro7(O)-Gly10(NH), Asn6(O)-Lys11(NH),
Asn6(NH)-Lys11(O),Thr4(O)-Thr13(NH),Thr4(NH)-Thr13(O),
Glu2(O)-Thr15(NH), and Glu2(NH)-Thr15(O). (b) The melt-
ing curve of the REMD simulations of the GB1m2 peptide,
which is the average of the three simulations. The error bars
were estimated from block averages with a block size of 20
ns.

Table 3. Numbers of Cross-Strand Contacts Involved with
Trp3, Tyr5, Phe12, and Val14 for the Folded and Unfolded
Ensembles in the REMD Simulation of the GB1m2 Peptide
at 300 K and the Native �-Hairpin from the Crystal
Structure (PDB ID: 1pgb)

Trp3 Tyr5 Phe12 Val14

foldeda 22.9b ( 5.2 20.1 ( 4.1 34.5 ( 6.9 8.5 ( 2.7
unfoldeda 5.8 ( 1.5 3.5 ( 1.0 8.8 ( 2.2 0.6 ( 0.2
PDB 31 35 41 25

a The folded ensemble includes all of the conformations that
have a RMSD of backbone and C� atoms less than 0.2 nm; the
other conformations are considered the unfolded structures. b For
example, “22.9” here means that the folded ensemble has on
average 22.9 atomistic contacts between the side chain of Trp3
and the side chains of hydrophobic amino acids on the opposing
strand. A cutoff distance of 0.54 nm is used to count contacts.
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observations. A visual investigation reveals that the loss of
contacts of Val14 is because the side chain of Trp3 prefers
to rotate to interact more with Tyr5 and Phe12, and
consequently, the Trp3-Val14 cluster in the crystal structure
is broken. Our results are also in line with a simulation study
on this GB1p, in which only Val14 is detached but the other
three aromatic side chains remain in the hydrophobic cluster
at an early stage of an unfolding process.95

Although the GB1p series are �-hairpin peptides, GB1p
has been thought to possess a minor R-helical conformer.
The simulation study of GB1p by Levy and co-workers48

was able to estimate the free energy difference between the
major �-hairpin state and the minor R-helix state at room
temperature by applying the temperature-weighted histogram
analysis method. According to their calculation, the R-helical
state makes up ∼8% of the population. The R-helical
probabilities of our REMD simulations of GB1m2 are
calculated (see Model and Methods) to be ∼6.7-10.7%.48,96

The microstates accounting for this helical probability could
be found from the most stable clusters in the REMD
simulations. Figure 4b shows the second to fourth most stable
clusters of the three REMD simulations. In all of the REMD
simulations, there are persistent clusters with helical frag-
ments spanning from Asn6 to Lys11 or even extending to
the C-terminus. Using OPEP-REMD simulations, Chebaro
et al. also found that GB1p has an R-helix spanning Asp6
to Thr11.70 We suspect that the minor R-helical propensities
of the GB1p series may be a consequence of their loop
structures, since their six-residue loop requires the formation
of an R-helical turn.

Folding of the Tripzip2 Peptide. Trpzip2 (SWTWENGK-
WTWK), a 12-residue tryptophan zipper, is the smallest
peptide adopting a unique �-fold.35 With the high propensity
of a type I′ turn in the ENGK region and a characteristic
structural motif of Trp-Trp cross-strand pairs, it has
exceptional stability (Tm ∼ 345 K) and fast folding kinetics
(τf ∼ 1.8 µs).97 The folding of Trpzip2 has been examined
by numerous force fields.62,68,98,99 In the CHARMM-CMAP
force field simulations with the GB solvent model, Chen et
al. found that their REMD simulations are more difficult to
converge for Trpzip2 than for the GB1p series despite the
experimental fact that Trpzip2 folds much faster than the
GB1p series.68 In the study by Irback and Mohanty,71 their
force field can fold the GB1p series correctly but cannot fold
Trpzip2. This indicates that the folding of Trpzip2 is an
interesting test of the ability of a force field to fold a �-sheet
structure.

We performed two REMD simulations of the Trpzip2
peptide with 16 replicas from denatured conformations, one
lasting for 120 ns and the other for 150 ns. It appears that
convergence can be achieved after 50 ns of simulation
(Figure S2 in SI), faster than in the simulations of the GB1m2
peptide (Figure S1 in SI). Thus, the last 70 ns of each REMD
simulation of Trpzip2 were used for analysis. The sampled
conformations were clustered according to the RMSD of
backbone and C� atoms of residues 2-11 with a cutoff of
0.2 nm. The representative structures of the largest clusters
at 300 K in the two simulations are shown in Figure 6a,
which are superimposed with the NMR structure of Trpzip2

(PDB ID: 1LE1).35 Their RMSDs to the NMR structure are
0.14 and 0.16 nm. The populations of the largest cluster in
the two simulations are 51.7% and 54.5%. Inspection of other
top clusters (Figure 6b) of the two REMD simulations shows
that the stabilities of the other minor non-native states are
also consistent in the two simulations, suggesting that
convergence has been achieved in the simulations.

The NnHB analysis is also done for the REMD simulations
of Trpzip2. The probability distributions of the two REMD
simulations are shown in Figure 7a. Assuming the native
structure with NnHB g 3, the estimated populations of folded
structures are 50.3% and 52.0% for the two REMD simula-
tions, respectively, which are close to our estimation by
clustering conformations. The melting curve of Trpzip2 is
plotted by calculating the fraction of folded structures at
different temperatures (Figure 7b), which gives a Tm of
∼300-305 K. The calculated Tm is about 40-45 K lower
than the experimental Tm for the Trpzip2 (345 K).35

Our model underestimates the stability of the Trpzip2
native structure. In the folded ensemble of our simulations,
the key stabilizing structural elements such as native HBs
and type I′ �-turns are well preserved. However, the packing
of side chains of four Trp residues differs a lot from the
NMR structure (Figure 6a). In the NMR structure, Trp11/
Trp2 and Trp4/Trp9 form cross-strand pairs through an edge-
to-face packing. To satisfy this packing motif, the hairpin is
highly twisted.35 In our folded structures, there is no edge-
to-face packing among the Trp side chains. Instead, Trp11/
Trp2 and Trp4/Trp9 form cross-strand pairs through ring

Figure 6. (a) Superposition of the native structure of Trpzip2
(red) and the representative structures of the largest clusters
of the REMD simulations of this peptide at 300 K (blue and
green, respectively). (b) The representative structures of the
second to fourth most stable clusters of the two REMD
simulations at 300 K.
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stacking. As a result, the hairpin is less twisted. The loss of
the experimental packing motif arises because the edge-to-
face packing between aromatic rings is driven by electrostatic
multipole interactions,100 which is missing in our model. The
aromatic groups in our model are only composed of van der
Waal (vdW) particles. The free energy calculation in explicit
solvent by Guvench and Brooks50 revealed that for the
Trpzip2 peptide, the edge-to-face packing between Trp side
chains with the side chain multipole interactions provides
∼4 kcal more stabilization than the stacked packing with
only the side chain vdW interactions. This may account for
the loss of stability in our Trpzip2 model. This may also be
the reason why the force field by Irback and Mohanty,71

having a model of aromatic groups similar to ours, cannot
fold the native �-hairpin topology of the Trpzip2 since it
lacks the multipole interactions. Thus, inclusion of the
multipole features of aromatic groups in explicit or implicit
ways should be one of our next steps in the improvement of
the force field.

Slow sampling for �-sheet peptides has been observed in
previous computational studies. In a Monte Carlo (MC)
study, Ulmschneider and Jorgensen69 carried out MC simula-
tions of two hairpin peptides, U(1-17)T9D101 and Trpzip2.
They used a concerted-rotation MC move which is supposed
to enhance sampling speed. For U(1-17)T9D, in eight
simulations lasting for 20-80 million MC steps, only one
simulation reached the native state. The other simulations

were trapped in non-native hairpins. For Trpzip2, despite
much longer simulations (350-550 million steps), only two
out of eight simulations reached the native state. Even with
the REMD sampling method, Chen et al.68 found that the
native state of Trpzip2 was formed in one REMD simulation
but was not formed in another. To examine the sampling
speed for the �-sheet, we performed five 4.8-5 µs normal
MD simulations of Trpzip2 at 300 K starting from different
denatured conformations. The folding of Trpzip2 is indeed
slower than the folding of AK17. As shown in Figure 8a,
four of the five simulations reached the native structures.

The folding time ranges from ∼0.5 to ∼3.1 µs. The
secondary structure analysis of the five trajectories reveals
(Figure 8b) that before the native state is reached, the peptide
experiences non-native �-hairpins and transient helical
structures. In the fastest folding simulation (MD-1), no
significant non-native secondary structures are observed. In
the simulation (MD-5) that did not reach the native states,
the system is trapped in several exchanging non-native
hairpins. The non-native hairpins have fewer �-sheet struc-
tures than the native state, and their dwell time ranges from
∼0.1 to about 1 µs. However, once the native state is
achieved, it lasts until the end of the simulation, indicating
that the native state is much more stable than the non-native
hairpins.

The four folding trajectories (MD 1-4) reveal two features
of the folding pathways of Trpzip2. One is that all of the
non-native secondary structures need to be completely
unfolded before the folding of the native state starts, which
is reflected by the secondary structure analysis (Figure 8b).
The other feature is revealed by monitoring the structural
change during the folding, which is shown in Figure 9. In
all four simulations, the folding initiates at the type I′ turn
of Asn6-Gly7 and propagates toward the tails by forming
cross-strand HBs sequentially. This folding mechanism is
consistent with the “zip-out” model proposed by Munoz et
al.102 in their experiments with the GB1p peptide, which was
supported by later experimental and computational stud-
ies.103,104

Simulations of the Trp-cage Peptide. The Trp-cage mini-
protein (NLYIQ5WLKDG10GPSSG15RPPPS20) is a designed
peptide that behaves like large globular proteins (Figure
10a).36 It contains an R-helix, a 310 helix, and a polyproline
II segment. Its tertiary structure is stabilized by a compact
hydrophobic core centered at Trp6. The side chain of Trp6
is caged by the side chains of Tyr3, Leu7, Pro12, and Pro18.
In addition, a distant HB between the side chain of Trp6
and the backbone carbonyl group of Arg16 and a salt bridge
between the side chains of Asp9 and Arg16 are suggested
to contribute to the stability of the Trp-cage. The temperature
jump experiments show that the folding of the Trp-cage is
extremely fast (τf ∼ 4.1 µs),105 which makes the Trp-cage
an ideal model for computational study. Many simulations
with explicit or implicit solvent have reproduced the folded
structure of Trp-cage with excellent accuracy.9,52-58,68,70,71

Because there are no attempts to fit the parameters of our
force field by simulation of the Trp-cage, we think that the
Trp-cage is a good case to test the transferability of our force
field. We performed both REMD and normal MD simulations

Figure 7. (a) Probability distribution of the number of native
HBs in the two REMD simulations of the Trpzip2 peptide. The
native HBs are Glu5(O)-Lys8(NH), Glu5(NH)-Lys8(O),
Thr3(O)-Thr10(NH),Thr3(NH)-Thr10(O),Ser1(O)-Lys12(NH),
and Ser1(NH)-Lys12(O). (b) The melting curve of the REMD
simulations of the GB1m2 peptide, which is the average of
the two simulations. The error bars were estimated from block
averages with a block size of 20 ns.
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for the Trp-cage peptide. The REMD simulation of the Trp-
cage lasted for 180 ns, and the last 80 ns of simulations were
used for structural analysis. The sampled conformations at
300 K were clustered according to the RMSD of backbone
atoms of residues 2-19, discarding the fraying ends. The
representative structures of the five most stable clusters are
shown in Figure 10. The representative structure of the largest
cluster has a RMSD of 0.20 nm with respect to the NMR
native structure (PDB ID: 1L2Y).36 In addition to a good
fitting of the backbone structures, the native RMSD of all
heavy atoms except for two terminal residues is ∼0.27 nm
for the representative structure of the largest cluster. In
particular, the caged arrangement of the hydrophobic side
chains is well reproduced. Assuming that the largest cluster

is folded, the fraction of folded conformations is 33.3%. We
also applied the method of Garcia and co-workers to the
calculation of a folded population, in which the native RMSD
is calculated for each conformation and the conformation
having a RMSD greater than a certain threshold is considered
a folded state. We chose a threshold of 0.24 nm, slightly
larger than Garcia et al.’s (0.22 nm).9 The folded population
is estimated to be about 35.2%, consistent with our clustering
analysis. Since the experimental probability of the folded
structure is ∼70% at 300 K,36 our force field currently
underestimates the stability of the native structure of Trp-
cage.

We also carried out a 3 µs normal MD simulation of Trp-
cage at 300 K starting from a denatured conformation. The
RMSD from the NMR structure is monitored during the
simulations, which is plotted in Figure 11. Clearly, multiple
folding and unfolding events occurred during the simulation.
Discarding the first 500 ns of simulation, about 36.7% of
sampled conformations have a RMSD from the NMR
structure of less than 0.24 nm. This agrees very well with
our REMD result. While the detailed folding mechanism of
the normal MD trajectory is outside the scope of this paper,
an estimation of the time scale of conformational change
would be valuable. We estimated a folding time τf as the
time the system takes to go deep into the folded basin
(RMSD < 0.14 nm) after it enters the unfolded basin (RMSD
> 0.70 nm). By this definition, six folding events are
identified in our normal MD trajectory. The average folding
time τf is approximately 270 ( 110 ns. Compared to the
experimental τf of 4.1 µs,105 our model again has kinetics 1
order of magnitude faster than experimental data, similar to
our observation in the normal MD of AK17.

Figure 8. (a) RMSD with respect to the native structure (1LE1) of the normal MD simulations of Trpzip2. (b) The numbers of
residues in helical (black) and sheet (red) structures.

Figure 9. Representative pathway of the folding of Trpzip2
observed in our simulations.
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The HB (W6Hε/R16O) between the Hε of the Trp6 side
chain and the backbone carbonyl of Arg16 and the salt bridge
(D9/R16) between the side chains of Asp9 and Arg16 have
been widely studied.36,37 The W6Hε/R16O interaction is well
supported by NOE signals.37 The mutation of Trp6 by other

aromatic groups, including a naphthalene group, destabilizes
the native structure by about 9-12.5 kJ/mol.106 On the other
hand, the D9/R16 salt bridge is less certain because the side
chain/side chain NOEs across the bridging sites are absent.36

The mutation that breaks the salt bridge only destabilizes
the native structure by 3.4-6 kJ/mol.37 In many MD
simulations of the Trp-cage, the D9/R16 salt bridge is
observed either as an interaction facilitating the folding52,107

or as a kinetic trap.56,108

It is desirable to examine the roles of the W6Hε/R16O
HB and D9/R16 salt bridge in our folding simulations. To
do so, we projected the normal MD trajectory onto a 2D
map of the RMSD and the distance between W6Hε and R16O
(Figure 12a,b) and a 2D map of the RMSD and the distance
between the guanidinium of Arg16 and the carboxylate of
Asp6 (Figure 12c,d). It is clear that on the RMSD-W6Hε/
R16O map (Figure 12a) the W6Hε/R16O distance correlates
well with the RMSD. The W6Hε/R16O HB can only be
formed in the native basin (Figure 12b). On the contrary,
there is no apparent correlation between the D9/R16 distance
and the RMSD (Figure 12c). The salt bridge can form in
both the native basin (RMSD ∼ 0.21 nm) and the non-native
basin (RMSD ∼ 0.42 nm) (Figure 12d). Our observation is
in line with the recent astonishing 100 µs all-atom simula-
tions with explicit solvent by Garcia and co-workers.9 They
found that the probability of W6Hε/R16O HB matches well
with the folded fraction at all temperatures. However, at high
temperatures, where the folded population is scarce, there is
still 20%-30% D9/R16 salt bridge. A simple explanation
for our observation is that since HBs have directionality, to
form the W6Hε/R16O HB, the side chain of Trp6 and the
backbone of Arg16 should be arranged in a certain orienta-
tion, which can only be satisfied in the native conformation.

Figure 10. Representative structures, the probabilities, and
the RMSD of the representative structures to the NMR
structure (1L2Y) of the five most stable clusters (blue) of the
REMD simulation of the Trp-cage at 300 K. (a) The repre-
sentative structure of the most stable cluster is superimposed
onto the NMR structure (red).

Figure 11. Change in the backbone RMSD (nm) to the NMR
structure (1L2Y) during the normal MD simulation of the Trp-
cage. The red line indicates the cutoff used for the calculation
of the folded probability.

Figure 12. (a, b) The 2D statistical map of the backbone
RMSD (nm) from the NMR structure against the W6Hε/R16O
distance (nm). (c, d) The 2D statistical map of the backbone
RMSD (nm) from the NMR structure against the distance
between the guanidine of Arg16 and the carboxylate of Asp9
(nm). Each contour line denotes 1.0 kJ/mol of free energy
difference.
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However, salt bridge interactions have little directionality,
and the long side chain of Arg16 is quite flexible. Therefore,
the D9/R16 salt bridge can be accommodated in various
conformations and does not exclusively stabilize the native
structure.

Conclusions

It is important to perform converged sampling of peptide
folding to evaluate the quality of a force field.62,68,70,71 In
this paper, we report our effort to fold peptides with our
recently developed PACE force field in tandem with a CG
solvent model. The peptides include AK, Fs, GB1m2,
Trpzip2, and Trp-cage, which have been shown to fold in
various topologies such as R-helix, �-sheet, and mixed helix/
coil structures. Despite our force field not being optimized
for the folding of these peptides, their native structures are
all identified as the dominant conformations in our REMD
simulations. Normal MD simulations have also been per-
formed for AK17, Trpzip2, and Trp-cage. Convergence can
be reached in microsecond simulations which give very
similar results to the REMD simulations. It is noted that the
simulated kinetics of AK17 and Trp-cage by the force field
are about 1 order of magnitude faster than the experimental
ones. We attribute this to the coarse-graining of the water
solvent and the simplification of protein potentials. The force
field appears to underestimate the stability of native structures
of Trpzip2 and Trp-cage, indicating the need for further
improvement of the force field, such as considering multipole
interactions in aromatic rings. As pointed out in our preceding
paper,72 our force field was parametrized to reproduce the
results of all-atom force fields in a solvent-exposed environ-
ment. However, as our CG water model is simply LJ fluid,
the dielectric screening effect of water may be implicitly
incorporated into our parameters for interactions between
polar sites. Thus, the current force field may only be suitable
for the simulations of small peptides which have reasonably
good exposure to a solvent. Our ongoing parametrization is
underway to account for environment-dependent electrostatic
interactions.
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Abstract: We present Car-Parrinello and Car-Parrinello/molecular mechanics simulations of
the structural, vibrational, and electronic properties of formaldehyde in water. The calculated
properties of the molecule reproduce experimental values and previous calculations. The
nf π* excitation energy, calculated with TDDFT and CASPT2, agrees with experimental data.
In particular, it shows a blue shift on going from the gas phase to aqueous solution. Temperature
and wave function polarization contributions have been disentangled.

Introduction

The carbonyl group is a key component of (bio)organic
molecules, with interesting optical properties. As we know
from textbooks, the oxygen’s electron lone pairs form
nonbonding orbitals (n), whose electrons can be promoted
to an antibonding π orbital localized over the CdO bond.
In the ground states of many carbonyl compounds, the n state
is the highest energy occupied molecular orbital (HOMO).1

In that case, the lowest transition energy is the singlet-singlet
transition n f π*.

Formaldehyde, the simplest system containing such func-
tionality, has been a test case for quantitative prediction of
this transition (and recently also of the corresponding

emission2,3) in the isolated molecule and aqueous solution.
The approaches used range from semiempirical AM1,4 first-
principle DFT,5-7 ab initio HF,8,9 and to post-HF techniques
such as CISD and CASSCF6,10-18 for formaldehyde using
either molecular mechanics in a QM/MM scheme,4,6,9-13,17,18

an implicit solvent,5,19,20 or full quantum representation7,15,16

for the solvent (see the Supporting Information for details).
In the gas phase (at 0 K), the calculated values range

between 3.3 and 4.5 eV. This may be compared with the
experimental values measured at 330 K, ranging from 3.3
to 5 eV, with a maximum around 3.8 eV.21,22

In solution, at room temperature (298 or 300 K), these
computational approaches predict values in the range 3.5-5.7
eV, indicating a blue shift due to the solvent as well as the
temperature between 0.07 and 0.43 eV. Experimentally,
formaldehyde undertakes a reaction in water, forming
methyleneglycol23

Since the equilibrium constant of the reaction is 104, the
absorption cannot be measured in submolar solutions.
However, it can be detected in highly concentrated solutions
(10 M or more) at about 4.2 eV,23 where molecular clusters
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of formaldehyde are likely to exist. The spectra are likely to
retain the properties of a single formaldehyde solvated
molecule.7,9,11-16 Thus, these experimental findings are
consistent with a solvent blue-shift effect.

Ab initio Car-Parrinello (CP) molecular dynamics (MD)
and hybrid CPMD/MM calculations in conjunction with
techniques for excited states such as time-dependent density
functional theory (TDDFT)24,25 are mature techniques to
study electronic absorption spectra of solutes in water at room
temperature.26-29 Ab initio MD allows realistic simulations
to be performed without adjustable parameters, which is a
necessary drawback of empirical approaches and continuum
methods. In addition, it allows for an explicit description of
H bonding, whose polarization effects might be difficult to
be captured in continuum models.25

Here we use such approaches to investigate formaldehyde
in water. The effects of the environment on the structural
and electronic properties of formaldehyde are discussed in
detail. Excitation energies are computed using not only
TDDFT30 but also complete active space with second-order
perturbation theory (CASPT2).31 CASPT2 has been already
widely used as a reference for high-level calculations, and
it has been applied in the past to study solvent effects on
carbonyl-bearing molecules.2,32-34 The calculations are run
over a set of snapshots extracted from the simulations.

Computational Methods

The quantum problem was solved within the framework of
DFT,35,36 using the BLYP gradient-corrected functional.37,38

This provides good geometrical features and has been shown
to treat H-bonded systems with fairly good accuracy.39-42

The absorption spectrum of formaldehyde in the gas phase
was computed also with the PBE functional,43 which is
known from the literature to reproduce absorption energies
with good accuracy.44

The wave functions were expanded on a plane wave basis
set, up to a cutoff of 70 Ry. The atomic all-electrons
potentials were substituted with norm-conserving Troullier-
Martins pseudopotentials,45 and the Kleinman-Bylander
approach was used to treat their nonlocal part.46 The
simulations were run with dispersion-corrected pseudopo-
tentials,47 which are shown to reproduce quite well London
forces.

The in vacuo geometry of formaldehyde (FAopt hereafter)
was optimized using the GDIIS algorithm48 up to a variation
of the gradient on the nuclei positions of 10-6 au and on
the wave function of 10-8 au.

DFT CPMD simulations for formaldehyde in vacuo
(FACPMD hereafter) and in water (FACPMD

aq ) as well as hybrid
CPMD/MM simulations24 for formaldehyde in water
(FAQM/MM

aq ) were carried out. In the latter scheme, the QM
part was given by the formaldehyde molecule and the MM
part by water. The second was described with the TIP3P
model.49

Formaldehyde was inserted in a box of edges 9.01 Å ×
7.39 Å × 8.65 Å (FAopt), in a water box of edges 11.33 Å
× 11.22 Å × 9.63 Å (FACPMD

aq ), and in a box of 8.8 Å × 9.3
Å × 8.8 Å (FAQM/MM

aq ). In FACPMD
aq , the box contained 43

water molecules (density ) 1.09 g/cm3). In FAQM/MM
aq , the

QM simulation box was further inserted in a 28.4 Å × 26.1
Å × 28.9 Å orthorhombic box of 697 water molecules
(density ) 1.03 g/cm3). Both FACPMD

aq and FAQM/MM
aq were

first equilibrated by classical MD (1 ns classical MD was
performed in the NPT ensemble (T ) 300 K, P ) 1 atm),
obtained using a Langevin-like thermostat and barostat,50

using a time step of 1 fs and periodic boundary conditions.
Interactions were described with the parm99 force field51

and the TIP3P model of water molecules.49 The lengths of
bonds involving a hydrogen were constrained with the Shake
algorithm.52 The PME algorithm was adopted to treat
electrostatic interactions.53 A cutoff of 14 Å was set for van
der Waals interactions and the real part of the Coulomb
interactions. The MD was run with the software NAMD.54).

In FAopt, FACPMD, and FAQM/MM
aq , isolated system conditions

within the plane-wave formalism were achieved with the
scheme of Martyna and Tuckerman.55

FACPMD, FACPMD
aq , and FAQM/MM

aq underwent 3, 3, and 12
ps of MD, respectively. These simulations were performed
in the NVT ensemble at 300 K. Constant temperature
conditions were applied through a Nosé-Hoover chain of
thermostats.56 FACPMD also underwent geometry optimization
prior to the dynamics (same procedure as for FAopt).

Calculated Properties. (1) The dipole moment of FAopt

was computed from real-space integration in the isolated
cell.57 The vibrational normal modes of the molecule were
calculated from the diagonalization of the Hessian matrix.
This was calculated using the finite difference technique with
a step size of 0.01 bohr and a convergence criterion of 10-8

au over the wave function gradient.
The dipole moment of formaldehyde in FACPMD

aq and
FAQM/MM

aq was computed from the positions of the nuclei and
those of the Wannier centers of the molecule,58,59 calculated
every 50 steps of the dynamics. The vibrational spectrum of
formaldehyde was obtained from the Fourier transform of
the autocorrelation of the velocities of its atoms,60 also in
this case calculated every 50 steps of the dynamics. Normal
mode vibrations were derived projecting this spectrum on
the normal modes of the isolated molecule.61

(2) The radial distribution functions (rdf) of water oxygens
and hydrogens around formaldehyde’s oxygen in FACPMD

aq

and FAQM/MM
aq were calculated up to one-half the smallest

dimension of the simulation box, discretized in steps of 0.05
Å, and taking periodic boundary conditions into account.

(3) The first electronic excitations were obtained by
TDDFT62 and CASPT231 calculations. They were calculated
on FAopt and on 100 equispaced snapshots from FACPMD,
FACPMD

aq , and FAQM/MM
aq simulations. Casida’s formulation of

the linear-response TDDFT63 was used to perform the direct
calculation of the electronic excitations on the molecule. The
Tamm-Dancoff approximation was applied in this case.30

CASPT2 calculations exploited a zeroth-order CASSCF
wave function with no IPEA shift. Here, the complete active
space included 4 electrons and 3 orbitals (n, π, and π*). This
active space was chosen after careful tests and turned out to
be the best compromise between accuracy and reliability.
The wave function was expanded over the ANO-S basis set64

with contraction 7s6p3d for carbon and oxygen and 4s3p
for hydrogen.
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CASPT2 and TDDFT calculations of the solute in the
presence of the solvent field were calculated for FAQM/MM

aq

(and also FACPMD
aq for the CASPT2 calculations) following

refs 24, 30, and 65.
All DFT and TDDFT calculations were performed with

the BLYP functional.37,38 The calculations at 0 K were also
performed at the PBE level.43 All DFT and TDDFT
calculations were performed with the CPMD code.57 The
code was interfaced with the Gromos classical MD program66

in FAQM/MM
aq . The CASSCF/CASPT2 calculations were

performed with the Molcas program.67 Here, the solvent was
introduced as a perturbation of the CASPT2 wave function
by the point charges of the water molecules solvating
formaldehyde. No charge screening was applied. The clas-
sical van der Waals contributions were not included.

Results and Discussion

Ground State. The geometrical features of formaldehyde
in vacuo calculated using the BLYP37,38 and the PBE43

functionals are the same (Table 1). They are similar to those
obtained by DFT-B3LYP,68,69 MRCI,18 CASSCF, and CCSD
calculations10,14 (Table S4 in the Supporting Information).
The bond lengths are slightly longer than those observed
based on microwave spectra,70,71 whereas the bond angle is
the same (Table 1). Formaldehyde is a planar molecule. Its
symmetry elements are those of the C2V point symmetry
group: one C2 axis (passing through the carbon and oxygen
atoms and bisecting the HCH angle) and two sV planes (the
molecular plane and the plane perpendicular to it, bisecting
the HCH angle). Here, we report formaldehyde’s structural
determinants and dipole moment from our simulations and
from the literature. Our calculations are at the DFT/BLYP
level, unless otherwise specified.

The calculated dipole moment µj (Table 1) is aligned with
the OdC bond and has a modulus µ ) 2.25-2.3 D, in
accordance with DFT-B3LYP6,7 and PBE0,5 CASSCF,10,12

MRCI,18 as well as CCSD calculations11 (Table S5 in the
Supporting Information). It is also in agreement with the
value obtained by microwave spectroscopy.72

The frequencies of the calculated normal modes (Table
2) agree within 50-100 cm-1 with B3LYP calculations,68,69

whereas they are rather far from the CASSCF results of ref
10 (shifts of 50-500 cm-1). However, it is known from the
literature73 that CAS-calculated vibrational frequencies are
overestimated, due to the lack of electronic correlation, and
that a scaling factor of 0.9 should be applied. Our calculations
agree within 70 cm-1 with experimental data71 (Table 2).

We next analyze solvation and temperature effects on
formaldehyde by performing DFT CPMD (FACPMD

aq ) and
hybrid CPMD/MM simulations24 of formaldehyde in water
(FAQM/MM

aq ) at 300 K.

Both temperature and solvation slightly affect the structural
parameters. In both DFT CPMD and hybrid CPMD/MM
simulations of formaldehyde in water (FACPMD

aq and
FAQM/MM

aq , respectively), the average CdO bond is elongated
and the C-H bonds are shortened by about 0.01 Å, which
falls within our statistical uncertainty (see Table 1), and is
therefore insignificant. The average value of µ is instead
remarkably larger than that of FAopt (more than 50%, see
Table 1). Since the extent of the temperature and solvation
effects on the structure is negligible, we conclude that in
our approach the solvent affects the dipole moment intensity
of formaldehyde by polarizing its electronic wave function,
rather than by modifying its structure. This finding is in line
with B3LYP/MM calculations on large clusters of water
molecules around formaldehyde, which suggest that µ
increases by 42% on passing from the gas phase to water
solution7 (Table S5 in the Supporting Information). They
are also consistent with CPMD/MM calculations of acetone
in water, which predict the value of µ to increase by about
60% upon going from the gas phase to aqueous solution.24

In both FACPMD
aq and FAQM/MM

aq , the radial distribution
function (rdf) between the carbonyl oxygen atom and water
hydrogens exhibits a first peak around 1.9-2.0 Å and a
minimum around 2.5 Å (Figure S2 and Table S6 in the

Table 1

FAopt (BLYP) FAopt (PBE) exp. FACPMD FACPMD
aq FAQM/MM

aq

d(CdO) (Å) 1.22 1.22 1.20a 1.23 ( 0.01 1.23 ( 0.01 1.22 ( 0.01
d(C-H) (Å) 1.12 1.12 1.10a 1.12 ( 0.01 1.11 ( 0.01 1.11 ( 0.01
∠(HCH) (deg) 116 116 116a 116 ( 1 117 ( 2 117 ( 2
µ (D) 2.30 2.25 2.34b 2.86 ( 0.16 3.72 ( 0.29 3.45 ( 0.25

a Value from ref 70. b Value from ref 72.

Table 2. Frequencies of the Six Normal Modes of
Formaldehyde68,74 (cm-1) Calculated at the BLYP Level of
Theorya

A1 B1 B2

C2v-symmetric species ν1 ν2 ν3 ν4 ν5 ν6

exp. 2766 1746 1500 1167 2843 1251
FAopt 2803 1736 1472 1144 2839 1174
∆ν FACPMD -309 -104 -150 -75 -368 -117

∆ν FACPMD
aq -100 -149 -98 -64 -85 -79

∆ν FAQM/MM
aq -180 -108 -61 -14 -188 12

a Comparison is made with experimental data for formaldehyde
in the gas phase.75 Mode 1: symmetric C-H stretching. Mode 2:
CdO stretching. Mode 3: CH2 bending. Mode 4: CH2 out of plane
bending. Mode 5: antisymmetric C-H stretching. Mode 6: CH2

rocking.
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Supporting Information). Integration of this peak up to the
minimum yields a coordination number of about 1.9. Rather
similar results are obtained from other QM and QM/MM
techniques:4,9,10,15,16 ref 4 predicts the peak of the oxygen-
hydrogen rdf at 1.8 Å (integrating to 1.4 hydrogens), ref 15
at 1.7 Å (integrating to 1.9 hydrogens), and ref 16 at 1.9 Å.
The oxygen-oxygen rdf (Table S6 in the Supporting
Information) shows a first peak around 2.9-3.0 Å; integra-
tion up to the first minimum of the distribution gives a value
of 2.5 and 2.9 water molecules, for the QM and QM/MM
simulation. Reference 16 reports an oxygen-oxygen rdf with
a first peak at 2.8 Å. Its integration yields a value of 2.2
water molecules, fairly similar to our result. Notably, ref 18
obtains the rdf peaks at a slightly smaller distance (1.75 Å
for hydrogen and 2.75 Å for oxygen), resulting in about one
water molecule H bonded to formaldehyde; ref 17, instead,
reports the peaks at 2.11 and 2.9 Å, respectively, again with
one water molecule in the first solvation shell.

The specific influence of temperature effects on formal-
dehyde’s structure and dipole is here investigated by
comparing structural and electronic properties of FAopt with
those of a CPMD simulation of formaldehyde in vacuo at
300 K (FACPMD). The change in the CPMD-averaged CdO
and C-H bond lengths with respect to those of FAopt is null
or negligible. The average dipole moment is larger by about
24% (Table 1), showing a much smaller change than in
FACPMD

aq or FAQM/MM
aq .

Temperature effects therefore do not cause a significant
distortion to the structure of the molecule. The small number

of degrees of freedom of the system in FACPMD does not
allow for a proper dissipation of the thermal energy provided
by the coupling to the thermostat. This provokes rather large
fluctuations in the kinetic energy of formaldehyde (Figure
S4 in the Supporting Information). As a consequence, the
structure of the latter is particularly flexible.

We finally turn our attention to the vibrational spectrum.
All vibrational frequencies, with the exception of the CH2

rocking in FAQM/MM
aq , are red shifted on going from FAopt to

FACPMD, FACPMD
aq , and FAQM/MM

aq (Table 2, Figure S3 in the
Supporting Information). These comparisons should be taken
with caution, since the vibrational frequencies for FAopt are
calculated in a different way from those of FACPMD

aq and
FAQM/MM

aq (see the Computational Methods section). In
solution, the shift is more significant for the stretching modes
(85-188 cm-1) than for the bending ones (14-98 cm-1).
This contrasts with RIS-(CAS)SCF calculations,10 which
predict that the frequencies are shifted toward the blue, that
is, the molecule becomes more rigid in the solvent. Early ab
initio calculations of geometry-optimized complexes of
H2CO · · ·HO76 suggest that solvation effects are qualitatively
similar to our results, though the red shifts in this case are
much smaller (within 40 cm-1). The effects of temperature
can be clearly assessed also in the vibrational spectra: the
shifts in FACPMD are even larger than those of FACPMD

aq and
FAQM/MM

aq . However, this might be due at least in part to
scarce thermal energy dissipation.

In conclusion, the most important contribution of the
solvent effects to structural, vibrational, and electronic
properties is the polarization of the wave function, rather
than the geometric distortion of formaldehyde. This is
reflected by the remarkable change in the intensity of
formaldehyde’s dipole moment occurring between the gas
phase and the solution case. As for temperature effects, these
partially affect the vibrational spectrum of formaldehyde. The
structure of the latter is more flexible than in the gas phase.

First Electronic Excitation Energy. TDDFT and CASPT2
approaches have been used to compute the electronic
transition energy between the ground (S0) and the first
excited state (S1). The latter is characterized by a single
occupation of two orbitals. The n molecular orbital (HOMO)
is localized on the oxygen and the π* molecular orbital
(LUMO) along the CdO double bond (Figure S1 in the
Supporting Information).

The absorption energy values for the n f π* transition
(∆E) of FAopt, calculated with TDDFT and CASPT2
methods, are similar (ranging from 3.82 to 3.85 eV). They
do not depend on the functional used (BLYP or PBE). Thus,
only BLYP calculations are reported here. The results are
collected in Table 3, where we also report the values of the
excitation energies obtained on the formaldehyde geometry
optimized at the CASSCF level, showing a good agreement
(within 0.04 eV) with the values obtained for FAopt. Our
calculated values of ∆E at 0 K agree with other DFT,5,6

coupled cluster,6 CISD, and CASSCF13 as well as with the
experimental values of refs 21 and 22 (Table 3). The latter
are measured from setups which keep formaldehyde at rather
high temperatures (around 330 K). However, this is expected

Table 3. Absorption Energies (in eV) of Formaldehyde in
Vacuoa

FAopt FACPMD

TDDFT (this work) 3.85, 3.82,b 3.89c 3.77 ( 0.04
CASPT2 (this work) 3.84, 3.86c 3.76 ( 0.05
PBE0(6-311G(d,p))//

TD-PBE0(6-311++G(d,p))5
3.84

B3LYP(cc-pVTZ)//LR-B3LYP,
LR-CCSD(6-31++G)6

3.81, 3.84

exp.//CASSCF(ANO)12 4.04
MP2(cc-pvtz)//

MRCI(cc-pvtz)18
4.04

experimental values 3.79,21 3.8622

a Values are reported for the TDDFT and CASPT2 calculations
performed in this work for formaldehyde at 0 and 300 K. The
reported TDDFT values are referred to calculations at the BLYP
level, unless otherwise specified. Experimental as well as some
previous theoretical results are reported in the last 5 lines of the
tables. Some details of the levels of theory of the cited
calculations are indicated (ground-state geometry//absorption
energy). See the Supporting Information for further details.
b Calculation at the PBE level. c Calculation performed over the
CASSCF-optimized structure of formaldehyde.

Table 4. Absorption Energies (in eV) of Formaldehyde in
Water Solutiona

FACPMD
aq FAQM/MM

aq

FF 0 FF 0

TDDFT 3.77 ( 0.04 4.0 ( 0.1 3.77 ( 0.07
CASPT2 4.08 ( 0.12 3.77 ( 0.05 4.07 ( 0.11 3.77 ( 0.09

a Columns “FF” (columns “0”) indicate single-point calculations
with water molecules taken explicitly into account (with water
molecules removed). The reported TDDFT values are referred to
calculations at the BLYP level.
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not to have a significant effect on the absorption of
formaldehyde in the UV range.

It was not possible to obtain the value of ∆E for FACPMD
aq

with TDDFT, because of charge transfer between the solute
and the solvent.77,78 Indeed, all excitations we could compute
with TDDFT on the FACPMD

aq setup were localized on water
molecules and not on formaldehyde.

The ∆E values in solution as calculated with TDDFT, and,
more, with CASPT2, are larger than those of FAopt (Table
4). The H-bond interactions between water and the solute
oxygen in fact decrease the energy of the n state relative to
FAopt, increasing ∆E.79 The predicted values are close to
the experimental data23 and a variety of calculations (Table
5). These are in the 3.5-5 eV range and predict a blue shift
within 0.07-0.43 eV.

To disentangle temperature and wave function polarization
contributions of the ground and excited state, we calculated
n f π* excitation energies in vacuo also on the geometries
of formaldehyde extracted from the MD simulation in water
solution (FACPMD

aq and FAQM/MM
aq ). Notably, the results are

identical to those calculated from FACPMD (compare the
results reported in Tables 3 and 4). Hence, we attribute
the whole blue shift to polarization of the wave functions of
the two states.

An analogous consideration was raised in ref 80 for a
similar molecule (acrolein) in water solution. However, in
that case the distortion of geometry was nevertheless pointed
out as a major factor of changes in the absorption spectra.

We do not find significant differences in the excitation
energies obtained with CASPT2 over configurations obtained
with full QM water and those from the mixed QM/MM

approach. This is justified by the small differences that we
could detect in the structural features (geometry and dipole
moment of formaldehyde, rdf of water around the carbonyl)
of the systems described at the full QM and at the hybrid
one.

Since geometry distortion plays no significant role in
modifying the absorption energy of formaldehyde, the use
of an explicit or implicit solvent model should bring the same
result in terms of ∆E. It is worth noticing that implicit solvent
approaches, such as those of refs 5 and 19, predict rather
small solvent blue shifts, with respect to those obtained from
QM/MM techniques such as the LR-CCSD/MM of ref 11,
the RISM-SCF approach of ref 10, and the CASPT2-ASEP
of ref 13 as well as with respect to full QM calculations
(the CIS of ref 15, and TDDFT calculations of ref 7). Adding
polarizability to such schemes may result in enlarging the
solvent shift values, as shown in ref 20. Nevertheless,
molecular solvent schemes tend to produce higher shifts.20

In conclusion, we presented a Car-Parrinello QM and
QM/MM MD study with excited-state calculations.

The geometry of formaldehyde, its normal modes, and its dipole
moment in the gas phase agree with experiments70,71,75 as well as
with the past literature. The effects of solvent on these structural
features, as known from previous calculations,10,14,18,68,69 are also
recovered with the simulations performed here.

The excitation energies calculated with both the TDDFT
and the CASPT2 approaches are in good agreement with
experimental and other theoretical results.9-13,17,18,81 In
particular, they predict a blue shift in the nf π* absorption
energy that is here assigned to wave function polarization
effects by the solvent.

Table 5. Literature Values of the Temperature- and Water-Induced Blue Shift of ∆E (in eV)a

full QM approaches QM/MM approaches ∆E

(IVC)-PCM//PCM opt PBE0(6-311++G(d,p))//
TD-PBE0(6-311++G(d,p))5

0.07-0.12

IEF-PCM//gpo CASSCF, MR-CI(6-31G**)//
CASSCF, MR-CI(6-31G**)19

FMO//FMO-HF(6-31G)//CIS(D)(6-31G*)16 QM/MMpol//gpo AM1//CI4 0.14
RISM-SCF//gpo RHF(DZP)//CASSCF(DZP)9 0.15-0.2
ASEP//gas phase exp.//CASSCF(ANO)12

QM/classical//gpo MP2(ANO)//
CASSI(ANO)17

ASEP//gpo MP2(cc-pvtz)//MRCI(cc-pvtz)18

effective potential//cluster opt
HF(DZP)//MRD-CI(DZP)81

RISM-SCF//RISM-SCF opt CASSCF(DZP)//
CASSCF(DZP)10

0.21-0.25

QM/MM//gpo B3LYP(cc-pVTZ)//
LR-CCSD(aug-cc-pVTZ)11

ASEP//gpo RHF(6-31G+d)//CASPT2(6-311+G/G**)13

QM//gpo MP2(aug-cc-pVDZ)//TDDFT(6-311++G(d,p))7 QM/MM//CCSD/MM(6-31++G), B3LYP/MM(6-31++G)//
LR-CCSD(6-31++G), LR-B3LYP(6-31++G)6

0.25-0.35

QM//INDO//CIS15 QM/MM//gpo RHF(6-31G+d)//RHF(6-31G+d)8

QM/MM-pol-vib/CAV//gpo CCSD(TZ+2P)//
CASSCF(cc-pVTZ)14

QM/MM//gpo RHF(6-31G+d)//CIS(6-31G**) and dipolar
coupling//gas phase opt RHF(6-31G+d)//CIS(6-31G**)20

dielectric continuum PBF//gas phase opt RHF(6-31G+d)//
CIS(6-31G**) and dipolar coupling//gas
phase opt RHF(6-31G+d)//CIS(6-31G**)20

0.43

a Details of the cited schemes used to incorporate the water environment in the calculations//theoretical methodologies and basis sets
used for the calculation of solute geometries//and of the absorption energies. opt, geometry optimization of the system; gpo, gas-phase
optimization: formaldehyde geometry was constrained to the gas-phase-optimized one.
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Supporting Information Available: Brief summary of
other studies about the absorption spectra of formaldehyde,
along with further details about the analysis performed on
the calculations presented in the main text of this article.
This material is available free of charge via the Internet at
http://pubs.acs.org.
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(CPM), UniVersité de Rennes 1, 35042 Rennes, France, and UniVersité Européenne de
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Abstract: Recently, branching and click chemistry strategies have been combined to design a series
of optically active chromophores built from triazole moieties. These triazole-based multipolar
chromophores have been shown to be promising candidates for two-photon absorption (TPA)
transparency optimization in perspective of optical limiting in the visible region. In this work, the
nature of one- and two-photon absorption properties in a family of triazole-based chromophores
has been investigated using hybrid time-dependent density functional theory (TD-DFT). We use
recent extensions of TD-DFT to determine nonlinear optical responses and natural transition orbitals
to analyze the underlying electronic processes. Our results are also interpreted in the framework of
the Frenkel exciton model. In agreement with experimental data, we found that introducing a triazole
moiety into multibranched chromophores substantially modifies their optical behavior due to changes
in electronic delocalization and charge-transfer properties between donating end groups and the
branching center that can be controlled by the triazole ring. Structural conformations via modulation
of the torsion between phenyl and triazole rings significantly alter the excited state electronic structure.
Moreover, isomer positioning also greatly influences both linear and nonlinear optical responses
such as TPA. Our theoretical findings allow elucidation of these differences and contribute to the
general understanding of structure-property relations. Consequently, the interplay of donor/acceptor
strength, triazole regioisomerism, and branching are shown to provide flexible means allowing for
precise tuning of both linear and nonlinear optical responses, thus opening new perspectives toward
synergic TPA architectures.

I. Introduction

1,2,3-Triazole chemistry has recently gained renewed interest
thanks to the click methodology offering far more ease of
synthesis.1,2 This has prompted synthetic effort to design
novel molecular architectures in which the triazole moiety
is assumed to play quite different roles, such as electron

donor,3 electron acceptor,2,4,5 active π-linker,6,7 metal ligating
entity,8,9 or site-isolation group.10-12 In particular, 1,2,3-
triazole click chemistry has been explored in the field of
small push-pull3,6,9,13 and larger multipolar4,13 chro-
mophores up to dendrimers10 and polymers with linear5 or
hyperbranched7,11,12 polytriazole structures. In addition,
1,2,3-triazole has four points of attachment that allow for
the design of various regiosiomers which may show quite
different behaviors.

This recent synthetic effort was partly driven by interest
in their photophysical properties, which have long been
overlooked and are still underdeveloped.6 Recently, on the
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basis of the assumption of electron-donating properties of
triazole, ligation of this ring has been shown to effectively
modulate the emission properties of coumarin, leading to
increased fluorescence quantum yield by more than an order
of magnitude.3 Investigation of the photophysical properties
of isomeric donor-acceptor-substituted 1,2,3-triazoles has
also been reported.6 It has been demonstrated both experi-
mentally and theoretically that positioning of the donor and
acceptor on the triazole ring results in important modulations
of both transition energies and absorption intensities.6 In the
case of 1,4- and 1,5-linked hyperbranched polytriazoles, the
different emission colors of the regiostructures were related
to the differences in aggregation in the solid state.7 On the
basis of the site-isolation concept,14 different hyperbranched
polytriazoles have shown enhancement of their second-order
nonlinear optical (NLO) responses overcoming the asymp-
totic dependence of electro-optic activity on chromophore
density.10-12,15 Finally, triazole-based multipolar4 and func-
tional poly(aroyltriazole)s5 have also been promising for their
nonlinear optical properties, in particular, two photon absorp-
tion (TPA) capacity.

Indeed, among the numerous NLO processes, simultaneous
absorption of two photons has gained increased attention over
recent years16-21 as it opens the way for improved and novel
technological capabilities. This, in turn, led to the search for
adequate functional materials with enhanced TPA responses.
Thanks to their inherent modularity and potentially high TPA
responses, conjugated organic molecular systems are of
particular interest. From that perspective, the branching
strategy has received much attention over recent years.16-18

It relies on multibranch systems obtained by gathering several
molecular units which are either of the dipolar21-31 (also
known as push-pull chromophores) or quadrupolar32-38

type. In such nanoarchitectures, the interbranch coupling
plays a central role. Depending on the nature and the strength
of the interaction between the molecular units, optical
properties such as TPA can show cooperative enhancement,
additive behavior, or weakening. The interchromophore
interactions are related to quite a few structural parameters:
nature and length of the monomeric building blocks, number
of chromophoric units, as well as nature of the branching
center. All of these parameters will directly influence
intermonomer distances and orientation and control the
overall molecular symmetry.27 Symmetry will, in turn, result
in optically allowed and forbidden electronic transitions and
drive oscillator strength redistribution among excited states
(ESs) when going from the monomeric unit to the multi-
chromophoric architecture. Besides the nature of the excita-
tion, these parameters also influence the subsequent excitation
energy transfer dynamics.39

Recently, branching and click chemistry strategies have
been combined to design a series of TPA-active chro-
mophores built from triazole moieties.4,13,40,41 These triazole-
based multipolar chromophores have been shown to be
promising candidates for TPA transparency optimization
from the perspective of optical limiting in the visible region.
Obtained quadrupolar and three-branched chromophores have
been shown to combine efficient synthesis, high solubility,
intense absorption in the near UV region, full transparency,

high excited state lifetimes, and good TPA optical responses.4,13

Moreover, emission wavelengths can be tuned, and excited
state lifetimes can be significantly increased by increasing
the polarity of the solvent. Related derivatives such as four-
branched systems or position isomers have also been
designed and experimentally investigated.40,41 Experimental
data reveal quite different behaviors as compared to the
related quadrupolar, octupolar, or other multibranched com-
pounds for both linear and NLO responses. As an example,
when compared to similar three-branched systems also built
by gathering branches through a triphenylamine central core,
the triazole derivative deviates significantly. Indeed, no
marked solvatochromic behavior of emission has been
observed, while it is very effective for the quadrupolar
analog13,40 for which symmetry breaking in the relaxed
excited state is thus clearly evidenced.42 In addition, TPA
cross sections of the three-branched chromophore still
increase at 577 nm.4 Thus, no maximum is observed near
twice the one-photon absorption (OPA) wavelength (694
nm), as is usually the case.

To get a better understanding of triazole-based chro-
mophores and to provide a deep physical insight into ongoing
phenomena, theoretical calculations can be quite useful.
Among the many different approaches ranging from simple
few-state models up to high-level quantum methods (QM),
the Frenkel exciton model has been shown to provide a
valuable qualitative tool25,26,38,43-47 with a few exceptions.
Indeed, to be applicable, not only should the strength of the
coupling (solely due to Coulomb interactions) between
monomeric units be weak but the inherent nature (e.g.,
symmetry) of the building blocks should not be affected by
the branching center.37 Among the different QM methods
available nowadays, adiabatic time-dependent density func-
tional theory (TD-DFT) is currently the method of choice
for calculating the ES of sizable molecular systems.48-55

Arbitrary frequency-dependent NLO polarizabilities can be
subsequently derived on the basis of the quasi-particle
formalism of the TD-Kohn-Sham equations.56 This method
has been applied to calculate OPA and TPA responses of
various substituted chromophores.17,25,26,31,35,37,57-63 These
studies have shown the good performances of the TD-DFT-
based hybrid functionals for molecular NLO properties.

In this paper, we present a theoretical investigation, mainly
based on the above mentioned density matrix formalism of
TD-DFT for NLO responses,17 of two 1,2,3-triazole-based
series compiling a total of 19 compounds (Figure 1). The
case of dai, dfi, 2dai, and 3dfi has already been analyzed in
detail elsewhere,31 and we recall here the main findings as
well as further interpretation for the sake of comparison to
other nd and ndi chromophores. Our purpose is to address
two main points: (i) the branching effect, which appears to
show a quite different behavior than that reported for
analogous multibranched chromophores, and (ii) the influence
of position isomerism on both OPA and TPA responses. To
our knowledge, it is the first time that TPA properties have
been investigated on four-member branched chromophores64,65

as well as in relation to regioisomerism. Our findings will
also be analyzed in the framework of the Frenkel exciton
model. After a brief description of computational details,
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already well documented, we will first validate our compu-
tational approach for both series of chromophores. This is
thought to allow inference with what extent a comparison
to experiments is reasonable, i.e., underline all sources of
possible discrepancies. After analysis of the main geometrical
features, we will sequentially investigate OPA and TPA
responses. For both properties, we first analyze trends within
each of the two series and subsequently discuss effects of
position isomerism. Where appropriate, a comparison to
related branched structures will be made. The main findings
will be summarized in the concluding section. We believe
that this detailed theoretical study performed on a large set
of compounds contributes to the overall understanding of
structure-properties relationships of NLO chromophores and
opens new perspectives for further improvements within the
branching strategy.

II. Computational Methodology

A set of 19 chromophores, sketched in Figure 1, have been
theoretically investigated. They are classified in two different
series, series nd and corresponding 1,2,3-triazole position
isomers ndi. For the sake of simplicity and reduction of the
numerical cost, the hexyl solubilizing chains of original
chromophores4,13,40,41 have been replaced by methyl groups.
These two series contain nine dipoles, three quadrupoles,
five three-branched chromophores, and two four-branched
compounds. All QM calculations have been performed using
either Gaussian 9866 or Gaussian 03 packages67 in vacuum.
For ground state geometries (Figures 2 and S1 and S2,
Supporting Information), it was previously found that the
Hartree-Fock (HF) method is superior to the DFT-based
approaches by reproducing bond length alternation in similar
conjugated molecules.57 It was also shown to be a good
compromise for subsequent calculation of optical spec-
tra.17,25,26,37,57-60,63 Thus, all ground state geometries have

been optimized at the HF/6-31G level of theory, starting from
a few different conformations, but no exhaustive sampling
has been conducted.

Linear and nonlinear optical responses have been calcu-
lated using the density matrix formalism, as described in ref
56. Subsequent computation of TPA cross-sections is detailed
in ref 17. We retained the TD-B3LYP/6-31G//HF/6-31G
level of theory, in conventional quantum chemical notation
“single point//optimization level”, for the calculation of
optical spectra, as it was shown to be a good compromise
between numerical resources and accuracy and led to quite
good agreement with experimental results for a large set of
related chromophores. The forthcoming section will be
devoted to discussing the validity of such an approach for
the present triazole-based chromophores and include a
comparison to results obtained with a larger amount of orbital
exchange, namely, the hybrid BHandH functional instead of
B3LYP. The calculated ES structures include 20, 30, 40, and
60 ESs respectively for dipolar, quadrupolar, three-branched,
and four-branched compounds. The number of ESs was
checked for at least one dipole, quadrupole, and octupole. It
was found to be sufficient as asymptotic values are reached
for the absorption spectra, and only small effects (the largest
deviation observed is 12% for the first band of 3dbi when
using 24 instead of 40 ESs) are discerned for the amplitude
of the TPA spectra.

Besides the number of ESs, a few other parameters
influence the calculated response amplitudes. First, the
damping factor introduced to simulate finite line width in
the resonant spectra has been fixed to 0.20 eV for all
chromophores, on the basis of typical broadening seen in
available experimental absorption spectra (Table S1, Sup-
porting Information). Next, no solvation effects have been
accounted for in the present work. In fact, due to different
solute and solvent polarizabilities, the commonly used

Figure 1. Molecular structures of 1,2,3-triazole-based nd chromophores (left) and corresponding ndi position isomers (right).
Hexyl solubilizing chains have been replaced by methyl groups.
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Lorentz local field factor correction is clearly inappropriate.
In addition, relevant treatment of solvent effects is more time-
consuming and may lead to further charge transfer overes-
timation.17 Last, no vibrational contributions have been
considered. All of these effects will influence computed OPA
and TPA spectra, and these approximations should always
been kept in mind when comparison to experimental findings
is sought.

Natural transition orbital (NTO) analysis of the ES68 has
been used to analyze the nature of the ES involved in the
photophysical processes of interest. They offer a compact
representation of transition densities in terms of their
expansion into single-particle transitions. Figures showing
molecular geometries and NTOs were obtained with Xcry-
SDen.69 Use of the Frenkel exciton model within the
multibranch strategy is already well documented, and the
reader may refer to ref 17 for quadrupoles and three-branched
chromophores and to ref 43 for three- and four-branched
compounds.

III. Results and Discussion

Validation of TD-DFT Approach. First, let us validate
the TD-DFT methodology used to determine the optical
responses of the chromophores investigated in this work. A

comparison of TD-B3LYP/6-31G//HF/6-31G results with
available experimental photophysical data in toluene4,13

showed that the employed level of theory fits nicely for
members of ndi series.31 Further comparison to experimental
data40 for dai, 3dbi, and 4dei leads to a comparable
agreement with a calculated first absorption band slightly
blue-shifted with respect to the experimental band position
(Table 1). Such a good agreement is not observed for
members of nd series for which the calculated transition
energies of the first absorption band are red-shifted by more
than 0.3 eV with respect to experimental ones (Table 1). In
addition, experimental absorption spectra of 2da and 3db
show two bands in the 285-400 nm spectral region.40 For
both compounds, the first one shows up near 3.5 eV and
has a molar extinction coefficient 2 to 3 times smaller than
the strongest absorption band visible near 4.2 eV.40 Within
TD-B3LYP/6-31G//HF/6-31G, both the ratio between oscil-
lator strengths and the band splitting are significantly
overestimated (Table 1, Figures 3 and S7 and S8, Supporting
Information). Similar deviations have already been reported
for a series of related 1,2,3-triazole-based CT regioisomers6

at TD-B3LYP/6-31G(d)//B3LYP/6-31G(d), for which the
agreement of experimental and calculated band positions and
amplitude much depends on the attachment points of

Figure 2. Optimized ground state molecular geometries at the HF/6-31G level of theory for selected nd (left) and ndi (right)
chromophores.

Table 1. Calculated One-Photon Vertical Absorption Maxima at the TD-B3LYP/6-31G//HF/6-31G Level in Vacuum and
Experimental One-Photon Absorption Maxima in Toluene4,13,40 a

2da 3db dai dbi 2dai 3dbi 3dfi 4dei

λcalcdnm 388 280 381 274 286 299b 313b 303 348b 292
(eV) (3.19) (4.42) (3.25) (4.52) (4.34) (4.15) (3.96) (4.09) (3.56) (4.25)
λexptlnm 350c 296c 347c 293c 303c 310d 325d,e 317c 347e 311c

(eV) (3.54) (4.19) (3.57) (4.23) (4.09) (4.00) (3.82) (3.91) (3.57) (3.99)

a In parentheses, corresponding transition energies in eV. b From ref 31. c From ref 40. d From ref 13. e From ref 4.
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substituents. Here, we may encounter the well-known TD-
DFT problem related to an improper description of the
excited state with pronounced charge transfer (CT) character.
Even hybrid functionals with a moderate amount of orbital
exchange such as the B3LYP model are affected by this
problem by placing the CT states energetically too low and
by miscalculating their optical transition dipoles compared
to experimental results.54 Functionals that contain a larger
fraction of Fock-like orbital exchange have been shown to
overcome this problem, but at the expense of accuracy for
the absolute band positions.54 Indeed, using the early hybrid
BHandH functional (50% of orbital exchange; TD-BHandH/
6-31G//HF/6-31G results are available as Supporting Infor-

mation) leads to an overall blue shift of the first absorption
band and to a large deviation from the experimental band
position (Figures S3, S7, and S8, Supporting Information).
At the same time, the splitting between the first two
absorption bands becomes comparable to experimental
findings, while the ratio of corresponding oscillator strengths
becomes close to unity and thus becomes too small (Figure
S3, Supporting Information). As a consequence, the correct
empirical amount of orbital exchange for given compounds
lies somewhere in between B3LYP and BHandH hybrid
functionals. In addition, NTOs obtained within these two
hybrid schemes, for a larger set of nd compounds (Figures
S7-S10, Supporting Information), show an overall good

Figure 3. Calculated one-photon absorption (OPA) spectra, normalized for the number of branches: nd series (left panels), ndi
series (right panels).
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correspondence, between B3LYP and BHandH results, for
the ESs relevant for the main OPA and TPA bands, with a
few exceptions. As expected, one observes a somewhat larger
delocalization within BHandH, particularly visible on cor-
responding holes. However, the few exceptions confirm that
the optimal fraction of exchange is a system-dependent
parameter.54 Even so, B3LYP results suffer from a certain
amount of inaccuracy; we believe that the main trends to be
discussed in the present work are trustworthy. For the sake
of consistency, we will stick to B3LYP throughout the
manuscript, while BHandH results will be given as Support-
ing Information. We emphasize that a comparison between
nd and ndi series should not concern absolute amplitudes,
and all other approximations, namely fixed line width, limited
number of ESs, and absence of solvent and vibrational
contributions, should always be kept in mind, especially for
comparison to experimental data.

Molecular Geometry. When experiments are performed
in solution at room temperature, various molecular confor-
mations coexist, leading to inhomogeneous broadening of
optical spectra. Even if the expected symmetry is not strictly
retained, reminiscence of symmetry elements, such as
centrosymmetry for quadrupoles70 or C3

47 or T43 symmetry
for three- or four-branched chromophores, is still observed
in experimental findings and is often very useful in support-
ing an interpretation. In addition, the amount of possible
conformations increases with the number of monomeric units
building up the multibranched molecule of interest. For these
reasons, we did not perform an exhaustive review of
attainable molecular arrangements. For the chromophores
studied in the present work, the main conformational degree
of freedom concerns torsional angles and the sequence of
corresponding signs. Explored geometries showed small
energy differences compared to kT at room temperature. End
groups may be either approximately coplanar or perpendicu-
lar to the molecular mean plane (Figures 2 and S1 and S2,
Supporting Information). This may modify the state dipole
moment, both in amplitude and vector components. But, it
remains small enough to keep all chromophores in the so-
called neutral class of chromophores experiencing no or little
solvatochromic behavior of their absorption spectra.42,71-73

For 2d compounds, we retained the conformation closest to
inversion symmetry (Figure 2). For 3d compounds, the
central triphenylamine (TPAmine) or triphenylbenzene (TPB)
cores allow for either left- or right-handed skewness of the
propeller core. Successive twist angles have been selected
to ensure C3 symmetry and approximate planar geometries
(Figure 2). The case of 4de and nde chromophores is
somewhat more involved. First, chiral tetrahedral symmetry
cannot be satisfied due to the geometry of the molecular
branches. Among the carbon-cored tetraphenyl analogs
reported in the Cambridge Structural Data Base,74 some have
almost D2 symmetry with phenyls related two-by-two like
two butterflies;75 other have two-by-two almost perpendicular

branches.76 For the present study, we retained the latter type
of conformation (Figure 2), which also approximates tetra-
hedral symmetry well enough to lead to quasi-degeneracy
of the three first ESs.43

The ground state optimized geometries of the branched
structures show geometrical parameters for each branch
quasi-identical to those of their dipolar counterparts. Twist
angles around BP, TPAmine, or TPB cores are all of about
45°, in line with those reported for related dipolar,25,26,29

quadrupolar,37 and three-branched25,26,29 chromophores.
Despite a reduction of conjugation, as a result of the large
twist angles, it has been demonstrated that significant electron
communications can still be in action and can lead to
enhanced NLO responses.17 The triazole moiety introduces
additional twist angles along the molecular backbone which
are significantly larger within ndi series than for members
of nd series, with a larger torsion for the phenyl ring
connected to the nitrogen atom of the triazole ring (Table
2). The latter is about 42° for members of ndi series, while
it is about 30° for compounds of nd series. The latter is
located in the middle of nd’s molecular branches and thus
favors electronic decoupling of both molecular ends. This
may accentuate the CT problem discussed in the previous
section. The twist with the phenyl ring connected to the
carbon atom is much smaller, ranging between 1 and 12°
(Table 2). These findings are consistent with the structural
parameters of related triazole-based structures reported in
the Cambridge Structural Data Base.74

One-Photon Absorption (OPA). nd Series. Given the 0.3
eV red shift observed between available experimental data
and calculated transition energies (Table 1), all members of
nd series are predicted to show good transparency in the
visible region (Figure 3). The first transition has strong CT
character, somewhat overestimated within B3LYP; thus the
overlap between electron and hole wave functions is small
and results in a small oscillator strength (Figure 3). As visible
from the respective NTOs (Figures 4-6 and S7-S12,
Supporting Information), the nature of the partial CT is
preserved all along the series and corresponds to CT from
the triazole-phenyl-NMe2 end group to the opposite end
(core in multibranched systems). As the chemical composi-
tion of the latter changes along the series, the transition
energy of the first band changes as well. This is not the case
for the main contribution to absorption, which is dominated
by a (few for multibranched systems) higher lying ES near
4.6 eV for all members of the nd series. NTOs illustrate the
nice correspondence observed all along the series and the
large wave function overlap facilitating the large oscillator
strength (Figures 6 and S11, Supporting Information). It
should be noticed that for multibranched compounds, the
oscillator strength is shared between several ESs, which are
not all reported in Figure 4 (4de) for the sake of conciseness
(Figures S11 and S12, Supporting Information). As both hole

Table 2. Average Torsional Angles in Degrees between Phenyl and Triazole Rings

attachment point da db de df 2da 3db 3df 4de dai dbi dfi 2dai 3dbi 3dfi 4dei

N 31 31 30 34 30 30 33 28 42 42 42 42 42 42 42
C 2 2 3 3 2 2 2 3 1 0 2 3 5 9 7
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and electron are located on the peripheral triazole-
phenyl-NMe2 moiety, it is little influenced by chemical
substitution on the other end, by the nature of the core or by
interbranch interactions in multimers, and stays around 270
nm over all nd series. Thus, transition energies are hardly
affected by the other molecular extreme or branching center.

It should be noticed that, in the case of quadrupolar series,
a conclusion is less straightforward regarding the nature of
the relevant ES bearing the main OPA oscillator strength.
Within B3LYP, ES |9〉 bears the largest oscillator strength
but has both the hole and electron located at the molecular
center (Figure S7, Supporting Information), while BHandH

Figure 4. Natural transition orbitals68 of 4de (left panels) and 4dei (right panels). Text quote in sequence excited state number,
associated eigenvalues, transition energies, transition wavelengths, and oscillator strengths.
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leads to bright state |5〉 with major weight on the molecular
ends (Figure S7, similar to ESs |10〉 and |11〉 of 3db shown
Figure S8, Supporting Information), consistent with the
above-mentioned picture. Within B3LYP, ES |12〉 shows up
at 4.68 eV with comparable shape but is a dark state for
symmetry reasons, while ES |13〉 is a mixture with only a

small amount of oscillator strength (Figure S7, Supporting
Information).

In addition, comparison of related dipolar chromophores (da
with db (Figure 3) and dc up to de (Figure S4, Supporting
Information)) shows a slight but systematic red shift and
amplitude increase with increasing molecular size. This shows

Figure 5. Natural transition orbitals68 of 3df (left panels) and 3dfi (right panels). Text quote in sequence excited state number,
associated eigenvalues, transition energies, transition wavelengths, and oscillator strengths.
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that the choice for the dipolar unit used to investigate efficiency
of the branching strategy may be important. Normalized
absorption spectra show an overall additive behavior upon
branching with no major enhancement or weakening (Figures
3 and S3, Supporting Information).

ndi Series. For all members of this series, the main
contribution to the first absorption band arises from the first
(first few for multibranched chromophores) ES, which bears
significant oscillator strength (Figure 3). Despite the expected
red shift upon branching, all chromophores maintain excellent
transparency in the visible region. Comparison to the related
chromophores31 shows a systematic blue shift of the first ES
but only a slight reduction of the corresponding oscillator
strength. This decrease has to be related to the large twist angle
introduced by the triazole moiety (Table 2). Close-lying higher
ESs bearing significant oscillator strength lead to broad absorp-
tion spectra. NTOs illustrate the nature of corresponding electron
redistribution upon excitation. Interestingly, while the holes and
electrons associated with the first ES of dai, dbi,31 2dai,31 3dbi,
and 4dei are very similar (Figures 4 and 7 and S13, Supporting
Information), with a periphery to core electronic redistribu-
tion, those of dfi31 (Figure S9, Supporting Information) and
3dfi31 (Figure 5) are much different, as they both involve
the TPAmine core up to the triazole moiety. The latter are
quite similar to those reported for a three-branched structure
built by gathering three quadrupolar chromophores connected
via common nitrogen.37 In both cases, there is a competition
between the donating TPAmine core and donating NMe2 end
groups, resulting in a larger donating character for the former.
Normalized absorption spectra shown Figure 3 illustrate the
different behavior upon branching. Again, to discuss OPA
amplitude enhancement, the choice of monomeric analog is
crucial, as can be seen from the comparison of dai and dbi
spectra (Figure 3). Using dbi as a reference, both 2dai and
3dbi show significant enhancement of the first absorption
band (Figure 3), due to significant delocalization across the
branching cores (Figures 7 and S13, Supporting Information),
while that of 4dei is almost additive. On the contrary, the
normalized amplitude of 3dfi decreases (Figure 3) as a result

of slightly reduced delocalization of both the hole and the
electron of its first ES31 (Figure 5 and S9, Supporting
Information).

Position Isomerism. A comparison between members of
nd and ndi series shows quite a few dramatic changes
directly related to position isomerism of the 1,2,3-triazole
ring. Due to the inverted position of the triazole ring,
compounds of nd series have a large twist angle in the middle
of the molecular backbone which potentially may disrupt
their electronic communication between both molecular ends
(Figures 2 and S1 and S2, Supporting Information; Table
2). As a consequence, NTOs associated with the first excited
state are less delocalized over the molecular backbone and
corresponding oscillator strength are smaller than what is
observed within ndi series (Figures 4 and 5). While for all
ndi members the first ES contributes predominantly to the
main absorption band, nd compounds have a first absorption
band with reduced amplitude followed by a stronger band
showing up at approximately the same position for all
members of the series (Figure 3).

Further comparison requires splitting both series into two
subassemblies. Let us first concentrate on chromophores that
do not contain the TPAmine moiety. For all of them, the
terminal NMe2 group acts as the donating unit while the op-
posite core or end group, which may extend up to the triazole
moiety, has electron-withdrawing character. For these com-
pounds, one observes a systematic red shift for nd members as
compared to the ndi analogs, but all maintain transparency in
the visible region (Figure 3). The situation is quite different for
the TPAmine-based chromophores as the donating characters
of the different amino groups compete. First, despite the two
donating end groups, neither df nor dfi can be assimilated to a
quadrupole (Figure S9, Supporting Information). In fact, the
branches deviate significantly from quadrupoles, as both the
chemical difference between TPamine and NMe2 and the
dissymmetry of the 1,2,3-triazole moiety significantly break
molecular symmetry. A comparison of NTOs of df and 3df
with those of dfi (Figure S9, Supporting Information) and 3dfi
(Figure 5), respectively, shows a nice correspondence and nicely

Figure 6. Natural transition orbitals68 relevant for the first (left panels) and main (right panels) one-photon absorption (OPA)
band of da (top), db (middle top), de (middle bottom), and 2de (bottom). Text quote in sequence excited state number, associated
transition energies, transition wavelengths, and oscillator strengths.
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illustrates the competition between the donating moieties.
Indeed, one observes a clear correspondence between the ES
|1〉 (|3〉) of df with the ES |6〉 (|1〉) of dfi. The same holds when
ESs |1〉 and |2〉 (|10〉 and |11〉) of 3df are compared to the |10〉
and |11〉 (|1〉 and |2〉) of 3dfi. The slight differences especially
visible on the triazole moiety are directly related to the amplitude
of the torsional angles with neighboring phenyl rings. Given
the CT problem encountered for ndf members, the small
residual differences with ndfi transition energies after a
systematic blue shift of ndf ones does not allow for a conclusion
about the sign of the shift induced by position isomerism.

We underline that none of these NTOs evidence a strong
participation of the triazole ring as electron donating or
withdrawing species, when compared to all other moieties
building the chromophores. Its main effect is to allow for a

significant blue shift as compared to related dipolar,25,26,29

quadrupolar,70 and three-branched26,27,34,37,77 chromophores
and triggers the competition between similar end groups
while maintaining good OPA responses. These findings
corroborate with what has been previously inferred for
isomeric triazole-based CT chromophores6 and for hyper-
branched poly(1,2,3-triazole)’s.7 In fact, Tang et al.7 conclude
that “there exist ground-state interaction between TPAmine
and triazole moieties in the polymers and that the electronic
communications are dictated by the regioisomeric structures”,
and Diederich et al.6 state that “1,2,3-triazole makes a
particularly intriguing linker where the CT path is inter-
rupted... CT can occur and may be even quite efficient
depending on the substitution pattern... responsible for about

Figure 7. Natural transition orbitals68 of dai (left panels, first line), dbi (left panels, second line), and 3dbi (right panels). Text
quote in sequence excited state number, associated eigenvalues, transition energies, transition wavelengths, and oscillator
strengths.
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50 nm range of transition energies and also affects strongly
the absorption intensities”.

Finally, despite the expected red shift upon branching, all
chromophores investigated in the present work maintain
excellent transparency in the visible region. These findings
corroborate experimental data4,13,40,41 and confirm that these
triazole-based chromophores are good candidates for optical
limiting in the visible region.4

Two-Photon Absorption (TPA). nd Series. Given that
our results for this series may be affected by the CT problem

discussed above, let us first determine to what extent an
analysis of TPA properties is reasonable at the B3LYP level
of theory. Comparison to BHandH calculations shows that
the ES at the origin of the first TPA band keeps the same
number, and corresponding NTOs have similar shapes
(Figures S7-S10, Supporting Information) except for df. In
both types of calculations, higher lying ESs are responsible
for the appearance of additional TPA bands having larger
TPA amplitudes (Figures 8 and S5 and S6, Supporting
Information). The behavior upon branching regarding am-

Figure 8. Calculated two-photon absorption (TPA) spectra, normalized for the number of branches: nd series (Left panels), ndi
series (right panels).
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plitudes is also consistent within the two levels of theories
(Figures 8 and S5, Supporting Information). The main
difference concerns transition energies and especially state
splitting, which prevents any inference about the strength
of the interbranch coupling within the Frenkel excitonic
scheme. Indeed, B3LYP would lead to coupling energies less
than 0.02 eV, while BHandH gives up to 0.09 eV for 3df
(Figures S7-S10, Supporting Information).

For all but df, the first TPA maximum is found where
expected, i.e., at the energy of the first, second, third, and
fourth ES respectively for all other dipoles, two-branched,
three-branched, and four-branched compounds. This is
consistent with the Frenkel exitonic picture where dipolar
species are approximated by a single ES. The corresponding
electronic redistribution involves a periphery NMe2 to core
electronic redistribution (Figures 4, 5, and 7 and S7 and S8,
Supporting Information). Interestingly, df has only a weak
shoulder near the first ES, while the main contribution to
the first TPA band arises from the third ES (Figures 8 and
S5 and S9, Supporting Information). This may be a conse-
quence of a pseudoquadrupolar behavior of df, which bears
nitrogen-based end groups that compete. Further inference
about the underlying electronic redistribution of relevant ESs
is hindered by significant differences between NTOs obtained
at the B3LYP and BHandH levels of theory (Figure S9,
Supporting Information). The case of 3df is less tricky
(Figure 5) thanks to the additional dissymmetry introduced
on the TPAmine core, which is trifunctionalized in the
multimer, in a similar way to what has been obtained for an
analogous branched chromophore built by gathering three
quadrupolar units through a TPamine core.37 Even larger
TPA amplitudes are predicted at higher energies (Figures 8
and S5) for all but 3db, 3de, and 4de, for which analysis is
limited by the number of ESs accounted for in our calcula-
tions. Unfortunately, a systematic interrelationship with given
ESs is difficult, and no general feature emerges from an
inspection of NTOs that have been identified (Figures S9
and S10, Supporting Information).

In the investigation of branching strategy, it is worthwhile
to emphasize the crucial role played by the choice of the
benchmark monomer. Whereas only slight variations of both
amplitudes and band position occur for various substitution
of the sp3 carbon branching center (going from dc to de,
Figure S6, Supporting Information), the differences are large
when replacing the phenyl end group of da with a BP moiety
to build db (Figure 8). The BP moiety not only stabilizes
the first ES but also leads to a 2-fold increase of the
corresponding TPA amplitude thanks to an expansion of
delocalization over the BP end group (Figure 6).

Whereas an overall additive behavior was observed for
OPA, the branching strategy is shown to be efficient for TPA
responses (Figure 8). Once more, the TPAmine-based
chromophores are the exceptions among the series, as the
amplitude of the main TPA bands reveals essentially an
additive behavior. Enhancement and reduction in a specific
spectral region are also observed. The overall behavior is
quite similar to what has been reported for a branched
quadrupole,37 but careful inspection of the relevant NTOs
shows that the nature of the ES in question is much less

modified by the branching center. There is a clear cor-
respondence between ES |1〉 of df (Figure S9, Supporting
Information) and |3〉 of 3df (Figure 5). Within this picture,
the amplitude of the first TPA band of 3df has to be
compared to the shoulder near 1.8 eV in the TPA spectra of
df, and we recover the large enhancement expected for
TPAmine branched dipoles.25,26 Despite similarities between
the NTO of |3〉 of df (Figure S9, Supporting Information)
and |27〉 of 3df (Figure 5), the large blue shift of the latter
prompts care in further interpretation. On the contrary, the
picture is simple for all other members of this series, as the
first TPA band of monomers can be safely attributed to ES
|1〉 and that of multimers to what predicts the exciton model.
The quadrupole 2da shows the largest enhancement (a factor
of 2 with respect to db) thanks to through-BP-core com-
munication (Figures 8 and S7, Supporting Information). 3db
evidences much less enhancement consistently with the other
TPBcore17 analogs for which functionalization in meta-
positions inhibits interbranch conjugation (Figures 8 and S8,
Supporting Information). It should be noticed that comparison
to the benchmark chromophore bearing a TPB end group
instead of BP would most probably lead at best to additive
and, at worst, to reduced TPA responses.29 The case of
C-centered branched chromophores is quite surprising, as
little through-bond cross-talk is expected. Surprisingly, we
observe a large enhancement that increases with an increasing
number of branches from 2de up to 4de (Figure 8).
Unfortunately, without any reasonable estimate for the
interbranch coupling, it is hard to conclude about the
underlying nature of the interbranch interactions that may
be mainly electrostatic or involve coherent interbranch
interaction.

ndi Series. Let us start with the monomeric benchmark
chromophores. For the sake of conciseness, we did not
consider any of the monomers substituted by sp3 carbons.
Results obtained on nd series reveal only slight modifications
between da and sp3 carbon analogs, the latter having
properties in between those of da and db (Figure 8). Thus,
dai and dbi will respectively be used as lower and upper
limits for investigating the effect of branching in all branched
chromophores missing TPAmine. Figure 8 reports calculated
TPA spectra for the three monomers dai, dbi, and dfi.
Replacement of the phenyl end group by either BP or
TPAmine leads to a dramatic increase of the TPA response,
with the same trends previously observed for the respective
OPA (Figure 3). These substitutions induce respectively
significant red and slight blue shifts of the first TPA band.
The latter is quite surprising given the large red shift observed
for the main OPA band (Figure 3). In fact, the first TPA
band of both dai and dbi mainly involves ES |1〉, which also
dominates the OPA spectra. On the contrary, that of dfi
originates from ES |6〉 (Figure 8 and S9, Supporting
Information), while ES |1〉 appears as a very slight shoulder
on the low-energy part of the spectrum. A comparison of
corresponding NTOs is informative, as ES |6〉 of dfi (Figure
S9, Supporting Information) shows a similar periphery to
core electronic redistribution to ES |1〉 of dai and dbi (Figure
7). Thus, while for the first OPA band, the nature of the
underlying electronic redistribution is completely different
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for dfi, it is not for the final TPA state, giving rise to the
first TPA band. Furthermore, the NTO of an electron for dfi
is the same for ES |1〉 and ES |6〉, while the respective hole
orbitals involve either TPAmine or NMe2 end groups,
indicating the competition between the two donating nitrogen-
based moieties (Figure S9, Supporting Information). The
second TPA maxima near 2.5 eV (Figure 8) can be assigned
to ESs |5〉, |6〉, and |13〉 respectively for dai, dbi (Figure 7),
and dfi (Figure S9, Supporting Information).

TPA spectra normalized for the number of branches,
reported in Figure 8, reveal significant enhancement for all
branched chromophores with coincident peak positions
(shoulder for 4dei) for the first TPA band. Higher-lying ESs
lead to even larger TPA responses on the high-energy part
of the spectra (Figures 4 and 7), except for 3dfi, for which
analysis is hindered by the limited number of ESs accounted
for. For all branched chromophores but 3dfi, the first TPA
maximum is found consistently with the Frenkel exciton
model predictions: the second, third, and fourth ES for 2dai,
3dbi, and 4dei, respectively. The final ES involves a
periphery (NMe2) to core electronic redistribution (Figures
4 and 6 and S13, Supporting Information) that nicely
compares with ES |1〉 of dai and dbi (Figure 7), especially
for 3dbi and 4dei. However, predicted state splitting with
respect to benchmark monomers is not at all satisfied and
manifests itself by correspondence in band position of the
first TPA bands of monomers and multimers. From the state
splitting calculated for each multimer, estimates of the
interbranch coupling lead to 0.02, 0.03, and 0.08 eV for 3dbi,
4dei, and both 2dai and 3dfi, respectively. These findings
correlate nicely with the shapes of corresponding NTOs as
the hole and electrons have at least significant if not
prevailing weight on the branching center for the last two
chromophores. 3dbi evidences the lowest enhancement
among the series, as was the case for 3db, and the same
reasoning holds. The case of C-centered branched chro-
mophores 4dei is similar to that of 3dbi, as the enhancement
near 2.2 eV partly results from the tail of the band located
near 2.4 eV. The latter can be assigned to a couple of higher-
lying excited states such as ES |27〉 (Figure 4) showing
similitude to some degree with ESs |5〉 and |6〉 of dai and
dbi, respectively (Figure 7). For 2dai, the strong through-
bond communication allowed by the BP core leads to a
significant mixture of dipolar ESs (Figure S13, Supporting
Information) and 2-fold enhancement of the normalized TPA
amplitude at the first maximum as compared to dbi.31

Contrary to the three other branched ndi compounds, but
consistent with what has been observed for the benchmark
chromophore dfi, no TPA maximum is visible in the vicinity
of ES |3〉 of 3dfi (Figures 5 and 8). The main TPA band has
to be related to ES |12〉, and the corresponding NTOs show
a marked correspondence with those of ES |6〉 of dfi31

(Figures 8 and S9, Supporting Information). Thus, for all
ndi chromophores, the first TPA band corresponds to an ES
with quasi-identical holes and electrons, i.e., underlying
electronic redistribution from the periphery (NMe2 side) to
the core. Moreover, significant enhancement of the normal-
ized TPA amplitude is also in action for 3dfi. Therefore, the
branching strategy is shown to be efficient for all four

investigated cores. The main change occurring for TPAmine-
based chromophores is the decoupling of OPA and TPA
states, leading to a consequent blue shift of the first TPA
maximum, which shows the largest values among both
monomers and multimers. Among the reasons for large TPA
amplitudes, we notice that higher-lying ESs open the
possibility of manifold coupling to the intermediate lower-
lying ESs which have sizable transition dipole moments.

Position Isomerism. The overall effects of position isomer-
ism of the 1,2,3-triazole ring on TPA responses are less
dramatic than those reported for OPA responses, except for
TPAmine-based chromophores. In fact, ESs at the origin of
the main OPA band are quite different for the two series,
but this is not the case for the first TPA band. Consistently
with the Frenkel exciton picture, where monomers are
reduced to a single ES (being the first ES), large TPA
responses originate from the first, second, third, and fourth
ESs, respectively, for monomers and two-, three-, and four-
branched compounds, for both position isomers. In addition,
NTOs of the final ES show comparable periphery (NMe2
end groups) to core electron redistribution for all. Overall,
their delocalization over the molecular branches is signifi-
cantly larger for ndi than for nd; even so, comparison is
limited due to the occurrence of CT problems for nd
compounds. Accordingly, transition dipole moments are
significantly enhanced for ndi chromophores with respect
to their nd analogs and so are the related TPA responses.

The ranking of TPA amplitudes and relative peak positions
among the dipoles stays the same for both position isomers.
Substitution of the phenyl ring by a BP moiety leads to a
noteworthy increase of TPA amplitudes and red shifts.
Further substitution by the TPamine core leads to an
additional TPA enhancement but with a significant red shift
of the first TPA band.

Interestingly, none of the investigated branched chro-
mophores showed any quantitative agreement with the
Frenkel exciton model such as band splitting around the first
ES of the benchmark monomer. TPA spectra of nd chro-
mophores undergo significant red shifts with respect to their
monomeric counterpart, while the first TPA maximum of
each ndi chromophore shows up almost at the same energy
as its dipolar benchmark. On the contrary, the behavior upon
branching is quite similar in both series with moderate
enhancement for the TPB core, sizable enhancement for the
sp3 carbon core, and a 2-fold increase for the BP core. Thus,
combining the branching strategy with inversion of the
triazole moiety allows for a spectral tuning of TPA responses
to a larger extent than OPA responses, while maintaining
the efficiency of cooperative effects.

The different behavior upon triazole inversion in TPamine-
based chromophores is directly related to the presence of
two donating units instead of one. As already mentioned for
investigation of their OPA responses, the triazole moiety
controls competition between the two amino groups. This is
nicely illustrated by NTOs of relevant ESs. Indeed, there is
a clear correspondence between NTOs of ESs |3〉 of 3df and
|12〉 of 3dfi (Figure 5). These final ESs contribute predomi-
nantly to the first TPA band. They involve periphery to core
electronic redistribution comparable to what was found for
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the compounds missing the TPAmine moiety. The same
conclusions hold for ESs |1〉 of df and |6〉 of dfi (Figure S9,
Supporting Information). Moreover, NTOs of ESs |12〉 of
3df and |3〉 of 3dfi (Figure 5) also have very similar shapes
and are thus consistent with the picture of competing end
groups. Because corresponding electronic redistributions are
localized on the molecular center, they do not contribute
strongly to the TPA responses. Thus, the overall competition
between the donating end groups explains why both dfi and
3dfi have their first TPA maximum far blue-shifted from the
position expected from simple reasoning.

IV. Conclusion

In conclusion, our quantum-chemical study based on TD-
DFT methodology reveals that the introduction of triazole
leads to dramatic changes in optical properties of chro-
mophores especially for multibranched systems. The triazole
ring substantially modifies electronic communication and
delocalization between the electron donating end groups and
the branching center via torsion between phenyl and triazole
rings (which modifies π conjugation) as well as through its
position isomerism. This adds to the multibranching interac-
tions allowing for stark and intuitively unexpected modifica-
tions of the excited state structure and, subsequently, relevant
linear and nonlinear optical responses. In particular, when
compared to the related analogs, introduction of the triazole
moiety in the molecular backbone allows for an overall blue
shift of both OPA and TPA bands with a moderate reduction
of their response amplitudes. Their ability to be promising
candidates for optical limiting in the visible region4,13 is thus
confirmed for a diversified set of chromophores. In addition,
larger TPA responses are predicted at higher energies due
to contribution from high-lying ESs, as has been found for
similar chromophores.37

The changes observed between the two investigated 1,2,3-
triazole regioisomers can be related to differences in the
amplitude of the torsional angles with neighboring phenyl
rings. The twist angle with the phenyl substituted at the
nitrogen position is significantly larger than that of phenyl
attached to the carbon atom. The former is located in the
middle of nd’s molecular branch(es), thus favoring electronic
decoupling of both molecular ends. Besides the overall blue
shift when going from nd series to ndi, this electronic
decoupling increases the CT character of the first absorption
band and consequently decreases its OPA oscillator strength.
The main absorption band shows up near 4.6 eV indepen-
dently of the nd chromophore of interest. This is a direct
consequence of hole and electron localization on the
peripheral NMe2 donating moiety that ensures little influence
on the relevant ES(s) of chemical substitution on the other
end, including the nature of the core or interbranch interac-
tions in multimers. Position isomerism has less impact on
TPA properties except for TPAmine-based chromophores.
The latter bear nitrogen-based donating moieties on both
molecular ends or in the periphery and core for monomers
and three-branched derivatives, respectively. Thus, monomers
could be thought of as pseudoquadrupoles, but a detailed
inspection of NTOs reveals more subtle behavior. In fact,
the respective role of TPAmine and NMe2 moieties is

interchanged and triggered by the triazole moiety. Calcula-
tions show that the nature of the electronic redistribution
(periphery to TPAmine core) associated with the first TPA
band of the three-branched compounds is preserved. As a
consequence, while the main contribution to this TPA band
arises from the third ES for 3df, it corresponds to the 12’s
ES for 3dfi. In addition, none of the monomers has its first
TPA band in the vicinity of the first ES. Thus, the apparent
behavior upon branching is dramatically different for both
isomers with a large red shift and almost additive behavior
for 3df as compared to df and concomitance and enhance-
ment for 3dfi as compared to dfi. This intricate finding
renders the Frenkel exciton model useless for these TPAm-
ine-based chromophores.

For all other chromophores, results are qualitatively consistent
with the Frenkel exciton picture, as the main TPA band can be
associated with the first, second, third, and fourth ESs respec-
tively for dipoles, quadrupoles, and three- and four-branched
derivatives. As found for related chromophores, the donating
end groups confer an electron-withdrawing character to the
BP,37 TPB,29 and sp3 carbon moieties, and monomers have
significant dipolar character. The branching strategy is shown
to be efficient, as a sizable enhancement of TPA responses are
observed with moderate effect for the TPB core and an about
2-fold enhancement for both the BP core and carbon-cored
tetramers. However, we underline that the amount of enhance-
ment strongly depends on the choice of the benchmark
monomer. In addition, for large chromophores, the increasing
number of conformational degrees of freedom may lead to
experimentally broadened and reduced TPA responses when
performed in solutions at room temperature, as a result of
oscillator strength redistribution (intramonomer) and inhomo-
geneous broadening.

These results and further inspection of NTOs clearly show
that the 1,2,3-triazole moiety has neither electron-donating nor
an electron-withdrawing character. This corroborates earlier
findings where triazole has been described as an intriguing linker
that introduces conjugation disruption while maintaining sig-
nificant electronic communication and optical properties dictated
by the regiosiomeric structure. This subtle acting of the triazole
moiety may be combined with complementary routes of
molecular engineering. Replacement of donating end groups
by electron-withdrawing ones should lead to further blue shifts
that may allow keeping full transparency in the visible region
for even larger branched systems.25,26,29 Substitution of the BP
core by a fluorene core should allow for increased conjugation
along the quadrupolar backbone, and both improve OPA and
TPA responses.37 Slight dissymmetrical functionalization could
also offer interesting perspectives for spatial control of the
fluorescence properties while maintaining sizable TPA re-
sponses.63

From the theoretical perspective, these series are also a
kind of tutorial example of isomeric compounds that are quite
sensitive to the specific exchange-correlation DFT functional
in use. In fact, while the description of one of the isomers
shows very good agreement with experimental results, e.g.,
for transition energies and oscillator strength, the other is
quite poorly described with the very same functional. In fact,
besides comparison to available experimental data, in the
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B3LYP model, the first ESs of nd members have small
integral overlap between their electron and hole orbitals,
which renders these states to be optically weak. This small
overlap between NTO orbitals of ES indicates its CT nature
(in a general sense) and points to a possible overestimated
red shift of the transition energy in semilocal DFT models.
Nevertheless, an increase of the amount of exact exchange
(going from B3LYP to BHandH) allows for at least qualita-
tive interpretation of the optical responses of the studied
chromophores. The present example illustrates the need for
further improvements in developing a better XC functional,
as it shows that an increased amount of exact exchange
improves respective oscillator strengths of different electronic
transitions, while at the same time the respective transition
energies become overestimated.
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Abstract: This paper introduces an efficient single-topology variant of Thermodynamic Integra-
tion (TI) for computing relative transformation free energies in a series of molecules with respect
to a single reference state. The presented TI variant that we refer to as Single-Reference TI
(SR-TI) combines well-established molecular simulation methodologies into a practical compu-
tational tool. Augmented with Hamiltonian Replica Exchange (HREX), the SR-TI variant can
deliver enhanced sampling in select degrees of freedom. The utility of the SR-TI variant is
demonstrated in calculations of relative solvation free energies for a series of benzene derivatives
with increasing complexity. Of note, the SR-TI variant with the HREX option provides converged
results in a challenging case of an amide molecule with a high (13-15 kcal/mol) barrier for
internal cis/trans interconversion using simulation times of only 1 to 4 ns.

A. Introduction

The ability to predict solvation free energies for a series of
small molecules is important in drug design.1,2 It allows for
an assessment of solvation and, in general, partition proper-
ties of novel molecules before their syntheses. Furthermore,
solvation free energy is an essential ingredient for predicting
proton affinities of small molecules and their binding
affinities to biomolecular drug targets in water.2–6 Therefore,
computational tools that provide accurate solvation free
energies are indispensable in drug design, particularly in the
lead optimization stages where molecules of interest are not
immediately available for experimental evaluation.

Sustainable high quality predictions of solvation free
energies require rigorous computational methods that can
properly account for explicit ligand-solvent interactions and
ligand flexibility.4,7–12 Although various empirical methods
exist that have been tuned to reproduce solvation free
energies of available compounds, the quality of their predic-
tions decays quickly for novel, flexible molecules.10,11

Therefore, more rigorous methods are required in such

cases.4,12–20 Currently, the most rigorous methods are
Thermodynamic Integration (TI) and the closely related Free
Energy Perturbation (FEP).2,5,6,21–30 Because of the compu-
tational equivalence of TI and FEP methods, we limit
ourselves to TI in this paper. While the TI method incor-
porates ligand flexibility via Molecular Dynamics (MD) or
Monte Carlo (MC) simulations, it inherits sampling issues
associated with these simulation methods.23,31–33 These
sampling issues become particularly severe in systems with
hindered conformational transitions, often rendering the
results of TI calculations unreliable.20,23,31–35

Proper accounting for ligand flexibility requires an en-
hanced sampling technique. Previous attempts to achieve
enhanced sampling have produced a multitude of sophisti-
cated computational methods, such as conformational
flooding,36,37 hyper dynamics,38–40 accelerated molecular
dynamics,41–45 simulated scaling,46–48 and generalized en-
semble methods such as temperature and Hamiltonian replica
exchange methods.20,49–60 In principle, all of these methods
could be coupled with TI to compute solvation free energies.
However, it is not clear which combination would give the
most accurate results most efficiently.
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A combination of TI with Hamiltonian Replica Exchange
(HREX) has been demonstrated to enhance sampling and
improve convergence in solvation free energy calculations.58,59

This combination improves upon standard TI at the smallest
expense and is, therefore, the most promising first step. The
improvements are attributed to the so-called “Hamiltonian
tunnel” that enriches otherwise isolated MD simulations with
configurations from all of the other TI windows. Recently,
the HREX-TI method has been further enhanced by intro-
ducing the double-tunneling scheme.35 This latter work
highlights the importance of the simulation setup and
provides a way to accelerate specific hindered degrees of
freedom. In addition, it demonstrates that the cost of the
simulations could be further reduced via an optimal selection
of TI windows. Enhanced sampling of the hindered degrees
of freedom is achieved through the “Hamiltonian tunnel”
that connects the molecules on the original, hindered
potentials to their unhindered counterparts.20,35,56,57

Computing relative as opposed to absolute solvation free
energies could be more advantageous for enhanced sampling.
To rank a series of molecules according to their solvation
free energies, one can use either an absolute or a relative
scale. For a ranking based on relative solvation free energies,
one needs to relate all of the molecules from the series to a
single reference state.61,62 This seeming disadvantage has
prompted many researchers to turn to the absolute scale. We
note, however, that relative TI simulations provide op-
portunities for incorporating procedures to select specific
degrees of freedom for enhanced sampling.35 For example,
hindered internal rotations can greatly benefit from enhanced
sampling.20,35,56,57 Such opportunities appear to be absent
in absolute TI calculations. Therefore, while TI can yield
both absolute and relative solvation free energies, the latter
can provide additional sampling benefits.

Finally, the choice of topology appears critical to achieving
the most efficient sampling with HREX-TI. Thus, Yang et
al. demonstrated that dual topology TI simulations benefited
greatly from HREX, whereas in the single topology case,
the effect of replica exchange was small.35 Hence, the authors
concluded that dual topology TI would be the method of
choice to combine with HREX for enhanced sampling.

In the present paper, we developed an approach to enhance
sampling of hindered degrees of freedom in the single
topology TI framework that was inspired by the single
reference state extrapolation method.15,19 Thus, we remove
the roadblock identified by Yang et al.35 This new strategy
allows for enhanced sampling of hindered degrees of freedom
in a controlled way by choosing a reference state in which
the desired degrees of freedom are sampled freely. The added
flexibility of this approach comes from the fact that the
reference state does not have to correspond to a real molecule
as in standard TI.

This paper is organized as follows. We first briefly recap
the conventional TI methodology and point out its drawbacks.
We then present the Single Reference-TI (SR-TI) approach
and highlight its features that help overcome the referred
drawbacks. Following the computational details, we describe
results of SR-TI simulations for a series of benzene deriva-
tives. Specifically, we focused on para-substituted phenols,

hydroxylated benzenes, and aryl alcohols. Finally, we take
on a real challengesan amide molecule with a hindered
internal rotation that separates its cis and trans isomers.63

This difficult test case presents a sampling problem that can
only be solved using SR-TI with the HREX option. This
test case also validates the SR-TI approach by comparing
the results of the regular and HREX SR-TI simulations
against each other and against the amide bond torsional
Potential of Mean Force (PMF). To the best of our
knowledge, this is the first direct calculation of the amide
hydration free energy that automatically accounts for cis/
trans interconversion.

B. Methodology

B.1. General TI. TI methods are simulation methods
concerned with computing free energy or reversible work
for an alchemical transformation of a molecule A to a
different molecule B using rigorous statistical mechanical
principles.21,23,28,64 Depending on the topology of the
alchemical system, TI methods can be divided into single
and dual topology methods.65,66 Dual topology TI methods
simultaneously propagate Hamiltonians (HA and HB) of both
molecules coupled through their shared environment, whereas
single topology methods create a hybrid molecule, a union
of the molecules A and B, and propagate the resulting single
Hamiltonian (HAB). While both approaches have their
advantages and disadvantages, in this paper, we will focus
on single topology TI methods.

To better understand the chemistry behind TI simulations,
it is useful to consider the potential energy function V that
along with kinetic energy K comprises the Hamiltonian of
the system (H ) K + V). For a system of N atoms described
by a configuration R with 3N coordinates, its potential energy
depends on the identity of the atoms and the way they are
connected by covalent bonds. Typically, TI methods use
Molecular Mechanical (MM) potentials that have assigned
atom types and do not break covalent bonds. Therefore, an
MM potential can be expressed as a simple sum of bonded
and nonbonded terms. The general form of all of these latter
terms is well-known,67–69 whereas the fine details of each
term depend on the types of atoms involved.70,71

In brief, bonded terms include harmonic terms for stretch-
ing, Vbond (two atoms with one bond), and bending, V angle

(three atoms with two bonds), as well as an anharmonic,
torsional term for twisting, V torsion (four atoms with three
bonds in a chain). In some cases additional harmonic,
improper torsional terms, V improper (four atoms with three
bonds sharing one of the atoms), are added. These latter terms
enforce a particular configuration of the shared atom with
respect to the plane formed by the other atoms. Hence,
improper torsions can be used to enforce planarity or a
particular chirality of the four-atom group. On the other hand,
the anharmonic, torsional terms are essential in representing
different conformations of the molecule separated by cor-
responding barriers. Because the bonded terms cannot act
through space, the MM potential is completed by adding
nonbonded terms. The essential nonbonded terms include
pairwise, long-range electrostatic, VCoulomb, and short-range
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Lennard-Jones (LJ), VLJ, potentials. The LJ terms among
other things ensure that atoms of the opposite charge do not
collapse on top of each other. This level of description is
more than sufficient to understand the alchemical transfor-
mationsbehindtheTImethodandtheir importantconsequences.

In single topology TI, most common alchemical transfor-
mations can be represented by two simple operations,
namely, “atom substitution” and “atom creation/annihilation.”
Both transformations modify the MM potential terms, but
to a different extent. Atom substitution transforms one atom
type into another, by changing all bonded and nonbonded
parameters correspondingly. This transformation proportion-
ally modifies all of the associated bonded terms, including
the anharmonic torsional terms. In contrast, atom annihilation
completely voids the anharmonic torsional terms associated
with the annihilated atom but does not modify the harmonic
terms for stretching and bending.65,66 The improper torsional
terms that involve the annihilated atoms can be handled either
way depending on the situation. In addition, atom annihilation
“switches off” all of the corresponding nonbonded terms.
Therefore, the atoms that are “switched off” remain attached
to the molecule via their original harmonic interactions but
no longer interact with the other atoms through space.
Consequently, atom creation requires that the atom be present
in the hybrid molecule in the “switched off” state. The
“switched off” atoms are often referred to as dummy atoms,
as opposed to real atoms. Needless to say, when dummy
atoms are involved with the hybrid molecule, standard rules
of valency do not have to apply.

The reversible work for the alchemical transformation is
derived by following the changes in the MM potential of
the hybrid system. During the alchemical transformation from
molecule A to molecule B, the total number of atoms in the
system, including the dummy atoms, does not change.
However, their contributions to the MM potential energy do
change depending on whether the atoms are being “switched
on/off” or substituted. Throughout the alchemical transfor-
mation, the hybrid potential VAB remains well-defined.
Therefore, the associated reversible work can be computed.
This reversible work formally corresponds to changing the
potential of the system VAB from the state that represents
the original molecule A to the state that corresponds to
molecule B.

The efficiency of computing the reversible work associated
with the alchemical transformation depends on the way the
hybrid Hamiltonian is constructed. Typically, the hybrid
Hamiltonian of the system (HAB) that includes the potential
VAB is linearly interpolated between the end points, molecules
A and B, using a coupling parameter λ:

The coupling parameter in TI spans an interval from λ )
0.0 (molecule A) to λ)1.0 (molecule B) and is an analogue
of the reaction coordinate. However, linear interpolation of
Coulomb electrostatic and LJ nonbonded interactions presents
a sampling problem in cases with dummy atoms, known as
the end-point catastrophe.72,73 To alleviate this problem,
several approaches have been proposed.16,72–75 Among those,
we find the use of soft-core potentials to be the most suited

for our purposes. Instead of going to infinity at zero
interaction distances (when atoms collapse on top of each
other), soft-core potentials take on finite values due to built-
in distance offsets. It is worth mentioning that although the
approach introduced by Yang et al. employed the soft-core
potentials with the HREX option, it could also work without
them.35 Hence, this approach could be regarded as an
alternative solution to the end-point catastrophe problem.

In the present work, we employ a free energy integration
procedure that requires a finite potential and its derivatives
and hence necessitates the use of soft-core potentials. The
available soft-core potentials also differ in styles. In the
present work, we employ the original GROMOS style soft-
core (SC) potentials as implemented in GROMACS:37,73,76

where p ) 2, r is the distance between a given pair of atoms,
R is the soft core parameter, and σ is the radius of interaction
computed from LJ parameters. Although different strategies
combine electrostatic and LJ soft-core transformations dif-
ferently, sometimes completely decoupling the two,14,75,77–80

a simultaneous change of both potentials should reduce the
computational burden.

Given all of the Hamiltonian interpolation rules underlying
a particular alchemical transformation, we can begin col-
lecting necessary statistics for computing the corresponding
reversible work. One of the most efficient procedures to do
that is the multiconfigurational TI.23,64 In this method, the
Hamiltonian derivatives with respect to λ are collected in M
independent MD or MC simulation windows. The λ values
of these windows span the interval [0; 1]. Thus, each ith
window corresponds to the hybrid Hamiltonian with a fixed
value of λi, and its simulation provides the ensemble averaged
Hamiltonian derivatives, 〈(∂HAB)/(∂λ)|λi〉. Integration of the
mean Hamiltonian derivatives from all the windows yields
the reversible work.

B.2. Fourier Bead Integration. The reversible work can
be computed from the multiconfigurational TI data in many
different ways. Methods such as the Weighted Histogram
Analysis Method (WHAM),81–84 Bennett’s Acceptance Ratio
(BAR),16,85–87 or simple line integration have been used most
frequently. Recently, overlap histogramming35 was used to
integrate the results of TI simulations where the distributions
of the Hamiltonian derivatives in two adjacent windows
overlap. Here, we employ a Fourier beads88–90 variant of
the line integration procedure suggested by Bennett.85 Single
topology TI simulations have been noted to provide faster
convergence for the mean Hamiltonian derivatives than dual
topology ones,35 thus justifying the use of the line integration
approach. In this method, we do not need to have the
histograms of the adjacent windows overlap. However, we
require that changes in the mean Hamiltonian derivatives
are sufficiently smooth that they could be interpolated
between all of the windows. We caution that in the absence

HAB(λ) ) (1 - λ)HA + λHB (1)

VAB
sc (r) ) (1 - λ)VA(RA(r, λ)) + λVB(RB(r, λ)) (2)

RA(r, λ) ) (RσA
6 λp + r6)1/6 (3)

RB(r, λ) ) (RσB
6 (1 - λ)p + r6)1/6 (4)
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of the histogram overlap, TI simulations with the HREX
option will become inefficient.35,57–59,91

The adaptation of the Fourier bead integration procedure
to TI is straightforward. The Fourier interpolated values of
the Hamiltonian derivatives and of the corresponding λ
values are represented as continuous functions of a parameter
� defined on the interval [0; 1]:

Here, X refers to either the derivative of the Hamiltonian or
the corresponding λ value and ak’s are the Fourier ampli-
tudes. The brackets indicate ensemble averaging, and “∼”
indicates the continuous function representing the interpolated
ensemble-averaged values. Note that we only need to
interpolate the values of the coupling parameter λ if the TI
windows are not distributed evenly on the interval [0; 1].
The corresponding Fourier interpolation amplitudes are
derived by the discrete Fourier transform procedure using
the simulation data from all M windows:

where the set {�l|l ) 1, M } forms a uniform grid by
construction:

Using the interpolated values, we can take all of the
required derivatives analytically and then compute the work
via the line integral, also, in principle, analytically. In
practice, we use a fine grid to evaluate the integral using a
simple trapezoidal rule.

We stress that all of the Fourier beads methodology can
be applied to any multiconfigurational TI calculations that
collect the mean derivatives of the hybrid Hamiltonian with
respect to the coupling parameter and can be trivially
generalized to multiple coupling parameters.88–90

B.3. Drawbacks of Conventional TI. Multiconfigura-
tional TI with MD simulations, like other methods employing
independent windows, suffers an inherent drawback that can
deteriorate the quality of the computed free energy estimates.
Because of the random nature of the thermal fluctuations,
certain rare transitions can occur in some windows but not
others, creating incoherence across the windows over time.
With different windows exploring nonoverlapping regions
of configurational space, the final free energy estimates might
get skewed.23,31–34,64,77,92–95 Another related issue that affects
the results of the multiconfigurational TI is the bias from

the initial configuration that causes the simulation to explore
only a limited region of the configurational space near the
starting configuration. Both of these issues are due to
sampling limitations that stem from the inability of MD
simulations to consistently overcome large barriers (.kBT)
that correspond to rare events. Because their effect on the
quality of the final free energy estimates can be significant,
they need to be addressed. Although different solutions have
been proposed to tackle some of these issues,31,41,42,55–60,94–96

we believe that HREX-TI is one of the most cost-effective
improvements of TI methodologies in general.

B.4. Single Reference-TI Approach. The SR-TI ap-
proach presented here computes relative solvation free
energies for a series of related molecules. It has been
developed to aid lead optimization efforts in drug design.
The SR-TI approach is a variant of single topology TI
methods and has been inspired by the Single Reference State
Extrapolation (SRSE) method.15,18,19 The SRSE method
attempts to compute free energies for an alchemical trans-
formation of a series of related molecules A to a common
reference state B by using only a single simulation of the
reference state B. The reference state B, by construction,
includes all of the atoms necessary to form any molecule A
in the series. Hence, the alchemical transformation free
energies are derived by evaluating the differences in the MM
potential of the real and reference states over the configura-
tions sampled by the reference state only. Computationally,
this is roughly equivalent to running a single TI window for
the series of molecules and is, therefore, very economical.
Unfortunately, the accuracy of the SRSE method depends
on the overlap between the configurations of the reference
simulation and those of the real state. This makes the choice
of the reference state complicated and the results ap-
proximate. The SR-TI approach naturally avoids these issues
albeit at a higher cost.

In a nutshell, SR-TI computes free energies or reversible
works for the alchemical transformations of each molecule
A in a series down to a common reference molecule B. This
is similar to previous TI calculations using a common
reference state.18,61,62 The fact that the reference molecule
B is a single substructure of all of the molecules A in the
series greatly simplifies the chemistry in SR-TI. Thus, SR-
TI needs to annihilate atoms of molecule A that extend
beyond the common reference structure B and substitute their
shared atoms to match atom types to those within the
reference. This is illustrated in Figure 1 with the example
of pyridine and toluene as a series of two molecules. Thus,
the SR-TI approach never needs to create new atoms. The
SR-TI approach makes comparing different molecules A
from a given series simple. Importantly, unlike in earlier TI
simulations using a common reference,18,61,62 in SR-TI,
reference molecule B does not need to represent a real
molecule. For example, in Figure 1, reference molecule B
comprises only the heavy atoms of the benzene. Once the
common core structure for the series has been determined,
the hybrid topology and parameter files for each molecule
A can be set up independently. Nevertheless, because the
real atoms (but not necessarily the dummy atoms) in the
common reference B are the same across the series, any

X̃(�) ) 〈X|λ)0〉 + (〈X|λ)1〉 - 〈X|λ)0〉)� + ∑
k)1

M

ak sin(kπ�)

(5)

ak ) 2 ∑
l)1

M

[〈X|λ)λl
〉 - 〈X|λ)0〉 - (〈X|λ)1〉 -

〈X|λ)0〉)�l] sin(lπ�l)∆� (6)

�l )
l - 1

M - 1
(7)

∆� ) 1
M - 1

(8)

W(�) ) ∫0

� 〈∂H̃AB

∂λ |
λ(�′)

〉dλ(�′)
d�′ d�′ (9)
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molecule A can be conveniently compared to all of the other
molecules from the series. Therefore, the SR-TI approach
can be used to study differences between stereoisomers,
including cis/trans isomers and enantiomers.

Besides the computational convenience, SR-TI can over-
come the bias of the initial configuration inherent in
conventional TI methods. In SR-TI, the volume of molecule
A always reduces down to that of the common reference
structure B (see Figure 1). At the same time, it is possible
to also reduce the complexity of the reference state and its
overall polarity. As a result, the reference end state can
sample confined spaces, such as solvent cages, more ef-
ficiently than the real end state. In addition, if reference
molecule B were less polar than molecule A, it could escape
traps due to specific interactions with the solvent. Last but
not least, the TI windows that are closer to reference state B
enjoy enhanced sampling of the torsional degrees of freedom,
which involve the dummy atoms (recall that these terms
become void in the reference molecule). Therefore, by
appropriately choosing the reference substructure, one can
enhance sampling not only of the orientational, but also of
the specific torsional degrees of freedom. Although, these
sampling benefits can remove the initial configuration bias
and ease the overlap issues at or near the reference end state,
they do not apply to the real end state or molecule A
automatically.

B.5. Single Reference-TI with Hamiltonian Replica
Exchange. With an appropriate technology, SR-TI can
achieve enhanced sampling across all TI windows. We have

noted that SR-TI naturally achieves enhanced sampling in
the windows at and near the reference state. To enhance
sampling in all TI windows, we can invoke exchanges of
configurations between the SR-TI windows by employing
Hamiltonian replica exchange (HREX).20,53,55–60,96 Note that
unphysical states have been used to enhance sampling of
hindered degrees of freedom with the help of HREX
before.56,57 Although HREX has been proposed53 and
applied35,57–59,96 in combination with conventional TI previ-
ously, the benefits are most pronounced in dual topology
HREX-TI.35

In the case of the NPT ensemble, for example, where all
of the TI windows are run at the same temperature T and
pressure P, the HREX option can be implemented as follows.
Consider a vertical excitation for an ith window with
configuration Ri from the Hamiltonian HAB on the alchemical
energy surface VAB at λi to that at λj:

where � ) 1/kBT is the inverse temperature and kB is the
Boltzmann constant. Now consider the energy change upon
exchange of the two adjacent windows i and j. The total
change in the energy of the generalized ensemble upon the
Hamiltonian exchange between two configurations Ri and
Rj is as follows:

and the final Metropolis acceptance criterion is

Here, W is the probability of the exchange. Although different
exchange protocols exist that vary in efficiency,53,54,91,97–100

we follow the standard exchange protocol developed previ-
ously for temperature replica exchange (TREX).53,54,97

Specifically, we perform HREX by alternating exchange
attempts for all odd and all even pairs of replicas. Odd pairs
are replicas i ) 2n - 1 and j ) 2n, and even pairs are replicas
i ) 2n and j ) 2n + 1, where n starts at 1 with the largest
index not to exceed the total number of TI windows M. The
exchanges are attempted at regular, predetermined time
intervals. Best of all, because HREX maintains the original
ensembles within each window, the methodology for com-
puting the reversible work remains unchanged. All we need
to do is follow λ values through all of the exchanges. Thus,
the only additional cost associated with evaluation of the
Metropolis exchange criteria is well compensated for by the
benefits of the enhanced sampling.

The combination of HREX with single-topology SR-TI
addresses both the initial bias and the overlap drawbacks of
conventional TI methods in much the same way as the
previously developed dual topology HREX-TI variant.35

Conveniently, SR-TI provides flexibility in partitioning a
given molecule between reference and dummy atoms that
grants control over hindered torsional degrees of freedom,
molecular volume, and polarity of the system. The HREX
option creates a flow of replicas across the Hamiltonian space
of the whole alchemical transformation. Such a flow of

Figure 1. Two kinds of alchemical operations and a single
reference state in SR-TI. The top pane represents the
transformation of pyridine (A1) to a benzene core reference
state (B), by “atom substitution” of the nitrogen atom and “atom
annihilation” of the hydrogen atoms. The bottom pane shows
another transformation of toluene (A2) to the same reference
state (B) with only “atom annihilations.” In this latter case, the
internal rotation of the methyl group becomes enhanced in
the reference state. The common reference substructure is
highlighted in bold green. The atoms and bonds that are
shown in bold correspond to the real atoms, whereas regular
labels with thin dashed bonds represent the dummy atoms.
The contours surrounding molecules represent molecular
volume, which is always reduced in the reference state. We
emphasize that the reference states on the right are consid-
ered identical, despite the differences in the dummy atoms.

∆ij(Ri) ) �(VAB(Ri, λj) - VAB(Ri, λi)) (10)

∆∆ ) ∆ij(Ri) + ∆ji(Rj) (11)

W(Ri S Rj) ) { 1, for ∆∆ e 0
exp(-∆∆), for ∆∆ > 0

(12)
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replicas has two main benefits. First, it opens a “Hamiltonian
tunnel” (see Figure 2) that allows consistent crossing of high
energy barriers over a short period of time that would have
been impossible otherwise.46,48,56 Second, the flow of replicas
mixes configurations from different TI windows and thus
provides superb overlap in configurational space. Ultimately,
HREX SR-TI is an improvement over regular SR-TI and
permits calculations of high quality solvation free energies.
In tandem, regular and HREX SR-TI calculations can be used
as a tool to identify sampling issues.

The HREX option should be applied with caution to SR-
TI calculations involving chiral atoms outside the common
reference structure, as the chiral atoms can invert their
configurations in the dummy state. However, this issue may
be avoided if the chirality is maintained through harmonic,
improper torsional terms.

C. Computational Details

C.1. Small Molecule Parameters. We obtained initial
coordinates of the small molecules from their SMILES101,102

using a program called CORINA.103 An exhaustive confor-
mational search was attempted using a companion program
ROTATE,104 followed by structural refinement with the
semiempirical AM1 method,105 as implemented in open
source MOPAC7, version 1.11.106 Where multiple confor-
mations existed, the AM1 partial charges for each conforma-
tion were symmetrized across the equivalent atoms and
combined into a conformation-independent set of charges
using Boltzmann weighting by the AM1 energies at the target
temperature of 300 K with appropriate degeneracies. Finally,
the AM1 charges were augmented through the BCC
procedure107,108 as implemented in the Antechamber pro-
gram109,110 from Amber Tools, version 1.2. The resulting
conformation-independent, properly symmetrized set of
AM1BCC charges is expected to reproduce HF/6-31G*

RESP charges to a good approximation. The remainder of
the parameters, including vdW and bonded terms, were
generated in an automated fashion by the Antechamber
program109,110 to comply with the GAFF force field.71

C.2. Single Reference State. The choice of the reference
state for SR-TI simulations is flexible. Recall that the single
reference state does not have to correspond to a real
molecule. The size of the reference state cannot exceed that
of the largest common substructure and cannot be less than
one atom from that substructure. For computational conven-
ience, the total charge of the reference state should be an
integer. To derive parameters for the reference state, we can
employ parameters of its nearest real molecule. We do that
by turning the atoms used to complete the reference structure
to the nearest molecule (preferably hydrogens) into dummy
atoms and adding their partial charges to those of the nearest
real atoms of the common substructure. This procedure is
similar to the one used in AutoDock4.0 to derive united-
atom parameters from all-atom ones.111–113 For the molecules
studied in the present work, we chose the benzene substruc-
ture, comprising only six heavy atoms, as the reference state
(see Figure 1).

C.3. SR-TI Setup. The alchemical transformation turns
all the atoms of the original molecules that are outside the
benzene core reference state into dummy atoms by altering
their partial charges and vdW parameters simultaneously.
To avoid the end-point catastrophe, we employ GROMOS
style soft-core electrostatic and LJ potentials73 as imple-
mented in GROMACS.76,114–116 Specifically, we employ p
) 2, the soft-core parameter R ) 1.5, and the radius of
interaction σ ) 0.3 (see eqs 2-4 and the GROMACS 4.0
manual for a description117). Thus, the SR-TI simulations
in this paper assess the reversible works needed to alchemi-
cally change each molecule to the benzene core reference
state.

To automate the alchemical transformation setup using
molecular mechanical Amber 99SB70 and GAFF force
fields71 in GROMACS, we developed an in-house PERL
script by augmenting an existing script used to convert
Amber parameter and topology files to GROMACS format.95

C.4. MD Simulations. All of the simulations were run
using a single precision version of GROMACS. Water
solution was modeled with an explicit TIP3P water model
using a cubic simulation box that extended at least 10 Å
beyond the solute molecule. The box was prepared using
the LEAP module from Amber Tools, version 1.2.118 For
water simulations, prior to production runs in the NPT
ensemble at T ) 300 K and P ) 1 atm, each system was
first minimized and then equilibrated in a series of runs with
gradually vanishing harmonic restraints on all of the atoms
of the solute. The equilibration protocol involved 500 steps
of steepest descent minimization with a force constant, fc )
100 kJ/mol/nm2, followed by 5000 steps of NVT run with
fc ) 100 kJ/mol/nm2, followed by a series of NPT runs of
10 000 steps with fc progressing as 100, 10, 1, 0.1, 0.01,
and 0.0 kJ/mol/nm2. The whole equilibration procedure
totaled 65 000 steps or 130 ps. The production run employed
a Langevin thermostat and Berendsen barostat,114–117 with
identical collision frequencies of 2 ps-1. For gas phase

Figure 2. An illustration of the “Hamiltonian tunnel” opened
by the HREX option during SR-TI calculations. The potential
energy surface at λ ) 0 has an insurmountable barrier, which
disappears completely in the potential at λ ) 1.0. The red
and green dashed arrows represent regular transitions on the
same surface through corresponding transition states. The
blue arrows represent the Hamiltonian replica exchanges
that allow the system to hop between the surfaces. Instead
of going over a high barrier on the λ ) 0 surface, the system
arrives at the surface with the lower barrier, say at λ ) 1
through HREX, crosses over to the other minimum, and is
then brought back to the λ ) 0 surface on the other side of
the barrier.
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simulations, the equilibration procedure in the canonical
ensemble at T ) 300 K was performed in a way similar to
that in water, but without any harmonic restraints.

Throughout the simulations, all of the bonds containing
hydrogen atoms were constrained using LINCS,119 and the
integration time step was set to 2 fs. To compute nonbonded
interactions in water, we employed periodic boundary
conditions (PBC) with particle mesh Ewald for electro-
statics114–117 using a 1 nm real space cutoff, while switching
van der Waals interactions off over the range between 0.8
and 0.9 nm. In the gas phase, no PBCs were used, and all of
the interactions were computed explicitly without any cutoffs.
Unless stated otherwise, all of the simulations have been
repeated two times with different random seeds to generate
initial velocities. Typically, production runs were 1-ns-long,
but in some cases the runs were extended to 4 ns per window.
The coordinates of the system were recorded every 1000
steps.

C.5. Regular SR-TI Simulations. To obtain the alchemi-
cal free energies or reversible works, the TI procedure split
the interval from the real state of the molecule at λ ) 0 to
the reference state at λ ) 1 into M windows, separated by
equal λ intervals. The majority of work was done with M )
12 windows, but in some cases additional simulations were
performed with M ) 23 windows. For each molecule, all TI
windows had identical starting configurations. For each
window, we recorded (∂V)/(∂λ) values at every time step.
The mean values 〈(∂V)/(∂λ)〉 for all of the windows were
assembled into the final work using the Fourier beads
integration procedure described in the Methodology section.
The standard deviations were calculated from two indepen-
dent runs. The differences between the work values in gas
and water phases yielded the relative hydration free energies
with respect to the reference state.

C.6. HREX SR-TI Simulations. To use the HREX
option, we have developed a PERL script interfaced with
GROMACS. Unless otherwise stated, replica exchanges were
attempted every 1000 MD steps or 2 ps. For the majority of
simulations, we employed a total of 500 exchange attempts
over 1 ns simulation time. In special cases, the number of
exchanges was increased to 2000, extending the simulation
time to 4 ns. The exchanges were attempted using a standard
procedure described in the Methodology section. Upon
acceptance, only λ values were exchanged between windows,
while keeping the coordinates and velocities in place to
expedite restarting of the simulations. Following the ex-
change attempts, simulations in all of the windows were
restarted with different random seeds provided by the PERL
random number generator to reinitialize the Langevin
dynamics and avoid possible random seed artifacts.120 All
of the other simulation details were the same as with regular
SR-TI simulations.

C.7. Torsional PMF. To get the PMF for the hindered
amide bond rotation, we performed umbrella sampling
simulations121 using 72 equally spaced windows to span the
range from -180 to +180°. We employed the harmonic
biasing potential with a force constant of 2000 KJ/mol/rad2.
All of the equilibration and production protocols were
identical to those in the regular SR-TI approach. The

coordinates were saved every 50 steps during the 4 ns
simulation time. The results of the simulations were unbiased
and reconstructed into the final PMF using two independent
methods. Specifically, we applied WHAM83,84,122 and the
HFB88–90 method to the same data set, without regard to
periodicity. Both methods gave nearly identical PMFs.

C.8. cis/trans Ratio from the HREX SR-TI Simula-
tions. To compute the cis/trans ratios for the amide molecule
from the HREX SR-TI simulations, we developed an
additional PERL script that assembled a full length simulation
trajectory from the individual short pieces produced by
HREX SR-TI between exchange attempts for the specified
λ value. In the present paper, we only used the trajectory
for the real state of the molecule (λ ) 0.0). The values of
the dihedral angle were then extracted using the TRJCONV
and G_ANGLE tools from GROMACS.114–116 The configu-
rations with the dihedral angles in the range between -100
and +100° were considered cis, and all the other configura-
tions were considered trans.

D. Results and Discussion

D.1. para-Phenols. To test the SR-TI approach, we first
computed hydration free energies for a series of para-phenols
p-C6H4(OH)(X), where X ) H, F, Cl, Br, I, CH3, C2H5, CN,
and OCH3, along with benzene, for a total of 10 molecules.
For this series, we did not employ the HREX option and
used the benzene molecule without the hydrogen atoms as
the common reference. Thus, for the para-phenols, the
alchemical transformation annihilates all of the hydrogen
atoms of the benzene ring, along with the OH and the X
groups. The results are summarized in Table 1, along with
experimental as well as computational data from other
research groups for 7 out of the 10 molecules.

Table 1 demonstrates that SR-TI results are in good
agreement with previous benchmark TI calculations.79 The
largest difference between the results of the two calculations
is 0.37 kcal/mol. Our uncertainties (based on two independent
simulations) are in general slightly higher than those from
previous benchmark calculations. This is to be expected, as
the bootstrap method used in the latter case is known to
underestimate the uncertainties by a factor of 3.14,80 The
exception is provided by p-ethylphenol (X ) C2H5), which
shows the largest uncertainty of 0.21 kcal/mol for the
reversible work in water. Overall, SR-TI systematically
overestimated hydration free energies compared to the
previous TI benchmarks. Note that the referred benchmark
calculations were done using NVT simulations, while an-
nihilating each molecule as a whole (absolute scale). In
contrast, the SR-TI simulations were performed in the NPT
ensemble and annihilated only those parts of each molecule
that extended beyond the common reference substructure.
Given these differences, we find the agreement between our
and previous benchmark simulations particularly satisfying.

Like previous benchmark calculations, SR-TI overesti-
mates the experimental relative hydration free energies for
para-phenols. The SR-TI predictions for the phenols with
simple aliphatic substituents, namely, p-cresol (X ) CH3)
and p-ethylphenol (X ) CH2CH3), are the closest to the
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experimental values and overestimate the hydration free
energy by 0.82 and 0.92 kcal/mol, respectively. The largest
disagreement (of 2.76 kcal/mol) is found for p-cyanophenol.

D.2. Hydroxylated Benzenes. To validate the HREX SR-
TI approach, we computed hydration free energies for a series
of hydroxylated benzenes with and without the HREX option.
We selected benzene, phenol, catechol (benzene-1,2-diol),
and pyrogallol (benzene-1,2,3-triol) for this study following
previously published work.18 For these four molecules, we
used the same benzene core reference as above. We
anticipated that for the benzene and phenol molecules, both
of which have been studied in the previous series, the SR-
TI approach with and without the HREX option should give
identical results. The actual results are summarized in Table
2. For this series, we compare the results with the previous
calculations employing the more approximate SRSE method
that inspired the present work.18

Table 2 reveals that the regular SR-TI results correspond
very well with the SRSE results. As expected, the discrep-
ancies between SR-TI and the SRSE method are much larger
than between the two TI approaches in the previous section.
The largest discrepancy of 0.72 kcal/mol is found for the

phenol. Nevertheless, given the computational savings that
the more approximate SRSE method provides over the SR-
TI, this level of agreement can be considered satisfactory.

Table 2 further demonstrates good agreement of the results
from the regular SR-TI approach with those from the HREX
SR-TI approach. Thus, we find that the relative free energies
computed with and without the HREX option are identical
within the specified uncertainties for all four molecules.

Here, we assess the dependence of the computed work
estimates on the number of windows used in SR-TI. For
simplicity, we employ the regular SR-TI approach in this
test. Up to this point, the results discussed were obtained
using 12 TI windows. With the regular SR-TI, we can simply
insert and simulate 11 new windows precisely between the
12 old windows. In this way, we obtain a TI simulation with
a total of 23 equally spaced windows (see Table 2). As is
seen from Table 2, while benzene has nearly identical
hydration free energies, the other three molecules show
significant differences with 12 and 23 windows. In particular,
pyrogallol shows the largest difference of 0.59 kcal/mol.
Generally, the hydration free energies computed with 23
windows are lower than those with 12 windows. Interest-

Table 1. Alchemical and Relative Hydration Free Energies for a Series of para-Substituted Phenolsa

compound SR-TI results previous results

X,Y ∆GG (SD) ∆GW (SD) ∆∆G (SD) ∆∆GSR-TI (SD) ∆∆GE ∆∆GTI (SD)

H,H -8.04 (0.02) -5.24 (0.01) -2.80 (0.02) 0.00 (0.03) 0.00 0.00 (0.03)
H,OH 9.27 (0.04) 16.64 (0.08) -7.37 (0.09) -4.57 (0.09) -5.75 -4.97 (0.04)
F,OH 7.52 (0.02) 14.29 (0.04) -6.77 (0.05) -3.97 (0.05) -5.33 -4.29 (0.04)
Cl,OH 9.72 (0.02) 16.81 (0.01) -7.09 (0.02) -4.29 (0.03) -6.17 -4.66 (0.03)
Br,OH 11.56 (0.01) 19.06 (0.01) -7.51 (0.01) -4.70 (0.03) -6.27 -4.77 (0.03)
I,OH 11.46 (0.00) 18.50 (0.07) -7.04 (0.07) -4.24 (0.07) N/A N/A
CH3,OH 11.14 (0.01) 18.39 (0.06) -7.25 (0.06) -4.45 (0.07) -5.27 -4.66 (0.03)
CH2CH3,OH 9.90 (0.02) 17.06 (0.21) -7.15 (0.21) -4.35 (0.21) -5.27 -4.38 (0.04)
CN,OH 7.99 (0.03) 17.33 (0.02) -9.35 (0.04) -6.55 (0.04) -9.31 -6.91 (0.04)
OCH3,OH 8.44 (0.00) 17.41 (0.04) -8.97 (0.04) -6.17 (0.04) N/A N/A

a Compound labels X,Y refer to the benzene substituent groups in the para position to each other. The free energy values are given in
kcal/mol. The standard deviations (SDs) are computed on the basis of two independent simulations. The SR-TI simulations employed 12
windows run for 1 ns each in canonical (gas phase) and in NPT (water) ensembles at T ) 300 K and P ) 1 atm. ∆GG and ∆GW are the
SR-TI work values for the alchemical transformation to the benzene core in the gas phase and water, respectively, and ∆∆G ) ∆GG -
∆GW is the corresponding relative hydration free energy. The values ∆∆GSR-TI, ∆∆GTI, and ∆∆GE are the hydration free energies from
SR-TI, earlier TI calculations, and the experiment with respect to benzene. The corresponding absolute numbers for the reference benzene
are -2.80, -0.70, and -0.86 kcal/mol.79

Table 2. Alchemical and Relative Hydration Free Energies for Benzene and its Hydroxylated Derivativesa

compound M EXG [EXW], % ∆GG (SD) ∆GW (SD) ∆∆G (SD) ∆∆GSR-TI (SD) ∆∆GSRSE

benzene 12 -8.04 (0.02) -5.24 (0.01) -2.80 (0.02) 0.00 (0.03) 0.00
HREX 12 75 [34] -8.04 (0.05) -5.23 (0.01) -2.82 (0.05) -0.02 (0.05)

23 -8.07 (0.03) -5.20 (0.03) -2.87 (0.04) -0.07 (0.05)
phenol 12 9.27 (0.04) 16.64 (0.08) -7.37 (0.09) -4.57 (0.09) -5.28

HREX 12 74 [25] 9.25 (0.01) 16.68 (0.03) -7.42 (0.03) -4.62 (0.04)
23 9.26 (0.03) 16.90 (0.07) -7.64 (0.08) -4.84 (0.08)

catechol 12 1.64 (0.07) 11.87 (0.11) -10.23 (0.13) -7.43 (0.13) -7.00
HREX 12 64 [21] 1.51 (0.14) 11.80 (0.07) -10.28 (0.15) -7.48 (0.15)

23 1.58 (0.15) 12.15 (0.08) -10.57 (0.17) -7.77 (0.17)
pyrogallol 12 9.34 (0.05) 21.46 (0.09) -12.12 (0.11) -9.32 (0.11) -9.61

HREX 12 58 [19] 9.31 (0.07) 21.54 (0.03) -12.23 (0.08) -9.43 (0.08)
23 9.27 (0.06) 21.98 (0.03) -12.71 (0.07) -9.91 (0.07)

a The free energy values are given in kcal/mol. The standard deviations (SDs) are computed on the basis of two independent simulations.
The SR-TI simulation employed M windows run for 1 ns each in canonical (gas phase) and in NPT (water) ensembles at T ) 300 K and P
) 1 atm. The HREX label indicates that the option was turned on during the simulations, in which case exchanges were attempted every 2
ps. EXG and EXW indicate the average acceptance ratio in the gas phase and water, respectively. ∆GG and ∆GW are the SR-TI work values
for the alchemical transformation to the reference benzene core in the gas phase and water, respectively, and ∆∆G ) ∆GG - ∆GW is the
corresponding relative hydration free energy. ∆∆GSR-TI and ∆∆GSRSE are hydration free energies relative to benzene from the SR-TI
approach and single reference state extrapolation (SRSE)18 method, respectively.
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ingly, the gas phase work values are independent of the
number of windows. Therefore, the water phase contributions
create the observed disparity.

To understand the dependence of the computed work in
water on the number of windows, we plotted the mean force
〈(∂VAB)/(∂λ)|λi〉 profiles, along with their integrals (see
Supporting Information). For brevity, Figure 3 shows only
the results for pyrogallol. As seen from Figure 3, the mean
force peaks sharply near λ ) 0.045. Going from pyrogallol
down to catechol and then to phenol gradually lowers the
peak, which vanishes completely at benzene (see Supporting
Information). Therefore, this relatively sharp peak causes the
12-window interpolation to overestimate the relative hydra-
tion free energies.

Appearance of the sharp peak in the mean force profile
near λ ) 0 follows from the properties of the GROMOS
soft-core potential used in this work.73 This particular soft-
core potential (see eqs 2-4) is known to create peaks in the
〈(∂VAB)/(∂λ)|λi〉 profile near λ ) 0.0 due to the so-called “soft-
core effect of hydrogens without the LJ interactions.”76,115

In the present case, the peak comes from the real hydrogen
atoms of the hydroxyl groups. Clearly, this problem can be
alleviated by introducing additional windows, as was done
here. In addition, the peak size can be manipulated by
reducing the value of the SC-σ parameter. Finally, the issue
can be addressed by using a different form of the soft-core
potential that peaks precisely at λ ) 0.0.16 Although trivial
to implement, this latter option requires further study and
has not been pursued in this work.

With HREX SR-TI, as with any replica exchange method,
it is useful to know the exchange rate. Table 2 provides the
exchange acceptance ratios for both gas and water phase
transformations. As expected, Table 2 demonstrates that the

acceptance ratio is significantly larger in the gas phase than
in explicit water. However, we also notice a trend that the
more atoms of molecule A need to be “switched off” to get
to the reference state B, the lower the acceptance ratio
becomes. Nevertheless, in the present case, the acceptance
ratio does not affect the results significantly in either phase.
The differences in free energies computed with the SR-TI
approach with and without the HREX option suggest that
regular MD achieves sufficient sampling for the molecules
studied here.

D.3. Aryl-Alcohols. To further assess the HREX SR-TI
approach for computing hydration free energies, we turned
to a more complex set of molecules. Specifically, we looked
at a series of aryl-alcohols that proved challenging for both
SRSE and regular TI approaches.18 For completeness, we
have considered terminal aryl-alcohols of the form C6H5-
(CH2)n-OH and their dimethylated analogues C6H5-C(CH3)2-
(CH2)n-1-OH where n ) 1, 2, and 3. These molecules have
additional torsional degrees of freedom that might benefit from
the enhanced sampling of HREX SR-TI. To enhance sampling
of these degrees of freedom, we once again used the benzene
core as the reference. Armed with the results of the previous
sections, we can use the differences between the values from
SR-TI with and without the HREX option as a measure of
nonergodicity stored in these torsional degrees of freedom. The
results are summarized in Table 3 along with comparisons to
the earlier calculations and experimental data where available.

We find that hydration free energies computed with SR-
TI always fall within the error bars from the earlier SRSE
extrapolated values. However, the error bars on the SRSE
results are rather large in this case, reducing their predictive
power compared to that of SR-TI. In addition, for the three
linear molecules C6H5-(CH2)n-OH, our results compare
favorably with previous TI calculations and experimental
measurements.79 In particular, we find that our calculations
overestimate the experimental relative solvation free energies
for the linear aryl-alcohols by at most 1.57 kcal/mol.
Compared to previous TI benchmarks, SR-TI free energies
are overestimated by at most 0.44 kcal/mol. In both cases,
the discrepancy is systematic.

Similarly to hydroxylated benzenes, the hydration free
energies for the aryl-alcohols computed with and without
the HREX option are nearly identical. Analysis of the data
for this series of molecules reinforces our previous observa-
tion that the exchange rate is inversely proportional to the
number of atoms that is “switched off” within the series.
The largest molecule with 22 out of 28 atoms “switched off”
in the reference state exhibits the lowest acceptance ratio of
16% in water (see Table 3). Recall that we enhance sampling
in all of the torsional degrees of freedom outside the benzene
core of the molecules when using the HREX option. The
lack of sizable differences between the results with and
without the replica exchange suggests that regular sampling
of the torsional degrees of freedom is sufficiently ergodic.
Therefore, to clearly demonstrate the utility of the HREX
option, we examined a molecule with a hindered torsional
degree of freedom.

D.4. N-(2-Hydroxy-phenyl)formamide. To demonstrate
the utility of the HREX option, we have investigated

Figure 3. Integration of the TI data for pyrogallol using the
Fourier beads method. The bottom panels show the actual
simulation data as squares and the Fourier beads fit as lines
for 12 and 23 windows for a regular SR-TI simulation in the
gas phase and in water. The top panels show the correspond-
ing potentials of mean force (PMFs) from the Fourier fitted
curves with respect to the coupling parameter λ. The values
of these PMF curves at λ ) 1.0 give the corresponding
reversible works for alchemical transformation of pyrogallol
to the benzene core.
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molecules with an N-C amide bond. The rotation about the
amide bond is so strongly hindered that amides are typically
considered locked in one of the two conformations at T )
300 K, namely cis or trans.13,28,123–128 Of the two isomers,
the trans isomer is considered the most favorable, and the
cis isomer is often completely ignored.63,128–130 Earlier
attempts to compute hydration free energies of some amides
produced results conflicting with experimental data.13,123,125,127

Interestingly, for simple amides, the hydration free energies
of the cis and trans isomers have been found experimentally
to be nearly identical.128 This argued that the preference for
the trans isomer, which has important implications for
peptide and protein structure in general, is not due to
hydration. For the purposes of our study, we wanted to
examine an amide with substantially different hydration free
energies in the cis and trans conformations. Consequently,
we placed a formamide group on the benzene ring and added
a hydroxyl group in the ortho position allowing for intramo-
lecular interactions. In what follows, we refer to the resulting
N-(2-hydroxy-phenyl)formamide simply as “amide” for
brevity.

An exhaustive conformational search for the amide identi-
fied five groups of isomers in the gas phase (see Supporting
Information). Specifically, employing the AM1 semiempirical
potential,105 we found two groups for trans and three groups
for cis conformations of the amide. All of the groups, except
the first trans group, contained two iso-energetic conforma-
tions that were mirror reflections of each other. The trans
isomer that did not have such a degeneracy was completely
planar. Thus, we identified nine distinct conformations in
total. Interestingly, the AM1 potential105 ranked the first cis
group to be the most favorable in the gas phase, while the
second trans group that had a possibility for intramolecular
hydrogen bonding was ranked the least favorable.

We used the information from all cis and trans conforma-
tions to derive a conformation-independent set of AM1BCC
atomic charges107,108 as described in the Methodology
section. Reoptimizing geometries of these conformations

using the conformation-independent charges with the GAFF
molecular mechanical (MM) potential71,110 changed the
ranking only slightly (see the Supporting Information). Most
importantly, the MM potential strongly favored (by 3.0 kcal/
mol) the second trans group of conformations with an
intramolecular hydrogen bond. This group became the new
ground state and was 1.3 kcal/mol lower than the lowest
energy cis group. We did not attempt to make any empirical
adjustments to correct for this behavior in the MM potential.

Using the MM potential derived above, we computed the
reversible works or potentials of mean force (PMFs) for the
amide bond torsion. The PMFs were computed from MD
simulations with a relatively stiff harmonic biasing potential
on the amide bond dihedral angle. To unbias the results, we
employed two independent approaches, namely Weighted
Histogram Analysis Method (WHAM)83,84,122 and umbrella
integration with Harmonic Fourier Beads (HFB).88–90 Figure
4 depicts the final PMFs in the gas and water phases for
360° rotation about the amide bond. In computing the PMFs,
we ignored the periodicity and treated the data near -180
and near +180 independently. In what follows, we use the
PMF extrema, i.e., the local minima and maxima (see the
Supporting Information), instead of introducing cis and trans
indicator functions,94 to make quantitative comparisons. The
resulting asymmetry in the PMFs provides a measure of
uncertainty, which is between 0.3 and 0.5 kcal/mol. Impor-
tantly, the PMFs confirm that the rotation about the amide
bond is strongly hindered with barriers ranging between 13.3
and 15.0 kcal/mol. Hence, cis and trans isomers will not
interconvert during regular MD simulations on a nanosecond
time scale. Furthermore, in the gas phase, the cis isomer is
lower than the trans by 0.3 kcal/mol, despite the bias in the
force field toward the trans isomer. In contrast, in water,
the trans isomer is lower than cis by 1.5 kcal/mol. Such a
significant change in the PMF upon hydration suggests that
the selected molecule is well suited for the ultimate HREX
SR-TI validation.

Table 3. Alchemical and Relative Hydration Free Energies for a Series of Aryl Alcoholsa

SR-TI results previous results

compound EXG[EXW],% ∆GG (SD) ∆GW (SD) ∆∆G (SD) ∆∆GSR-TI (SD) ∆∆GSRSE (SD) ∆∆GE ∆∆GTI (SD)

L1 -8.36 (0.01) -1.29 (0.08) -7.07 (0.08) -4.27 (0.09) -5.76 -4.71 (0.04)
HREX 71 [22] -8.37 (0.06) -1.26 (0.05) -7.11 (0.08) -4.31 (0.08)
L2 -7.70 (0.04) -0.46 (0.13) -7.24 (0.14) -4.44 (0.14) -5.90 (1.84) -5.93 -4.63 (0.04)
HREX 68 [21] -7.70 (0.05) -0.61 (0.11) -7.09 (0.12) -4.29 (0.12)
L3 -6.52 (0.02) 0.77 (0.01) -7.30 (0.02) -4.49 (0.03) -7.01 (3.09) -6.06 -4.80 (0.04)
HREX 65 [19] -6.47 (0.04) 0.83 (0.03) -7.31 (0.05) -4.50 (0.05)
B1 5.35 (0.02) 12.23 (0.11) -6.88 (0.11) -4.08 (0.11) -5.45 (5.40)
HREX 63 [18] 5.35 (0.01) 12.17 (0.00) -6.82 (0.01) -4.02 (0.03)
B2 -15.67 (0.12) -8.86 (0.06) -6.81 (0.14) -4.01 (0.14) -8.64 (6.04)
HREX 57 [17] -15.68 (0.03) -8.97 (0.16) -6.72 (0.16) -3.91 (0.16)
B3 -13.58 (0.11) -6.39 (0.01) -7.19 (0.11) -4.39 (0.11) -2.12 (5.61)
HREX 52 [16] -13.59 (0.01) -6.33 (0.12) -7.26 (0.12) -4.46 (0.12)

a The free energy values are given in kcal/mol. In the compound column, Ln refers to linear C6H5-(CH2)n-OH, and Bn refers to their
branched, dimethylated analogues C6H5-C(CH3)2(CH2)n-1OH. The HREX label indicates that the option was turned on during the
simulations, in which case exchanges were attempted every 2 ps. EXG and EXW indicate the average acceptance ratio in the gas phase
and water, respectively. The standard deviations (SDs) are computed on the basis of two independent simulations. The SR-TI simulations
employed 12 windows run for 1 ns each in canonical (gas phase) and in NPT (water) ensembles at T ) 300 K and P ) 1 atm. ∆GG and
∆GW are the SR-TI work values for the alchemical transformations to the reference benzene core in the gas phase and water, respectively,
and ∆∆G ) ∆GG - ∆GW is the corresponding relative hydration free energy. ∆∆GSR-TI, ∆∆GSRSE, ∆∆GE, and ∆∆GTI are relative hydration
free energies with respect to benzene from the SR-TI, single reference state extrapolation (SRSE),18 experiment and earlier TI calculations,
correspondingly.79
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To validate the SR-TI approach, its results must satisfy
certain criteria. Specifically, in the regular SR-TI simulations,
the amide molecule should not cross the barrier separating
the cis and trans conformations and, therefore, should
maintain the conformation of the initial configuration near
λ ) 0. Thus, the regular SR-TI simulations in either phase
should provide corresponding relative free energies of cis
and trans isomers directly. Furthermore, regardless of the
initial configuration, each HREX SR-TI simulation should
yield the cis/trans ratio matching the free energy differences
computed with the regular SR-TI approach. Similarly, the
averaged hydration free energy computed with HREX SR-
TI, along with its gas and water phase components, should
be bounded by the corresponding values for cis and trans
conformations from regular SR-TI. Finally, the computed
results should be consistent with the amide torsional PMFs.

Table 4 summarizes the results of multiple SR-TI simula-
tions with and without the HREX option. To ensure that the
amide dihedral is activated in the HREX simulations, we
employed the benzene core as the reference structure. All
nine conformations of the amide identified during the
exhaustive search were used to initiate SR-TI simulations,
resulting in nine independent SR-TI simulations per option.
In each case, we ran two simulations per isomer, one with
12 and another with 23 windows. All of the results can be
found in the Supporting Information. Table 4 shows only
the averaged results from these simulations, for all isomers
together, and for cis and trans isomers individually.

The regular SR-TI simulations demonstrate that cis and
trans conformations have similar free energies in the gas
phase, and that hydration significantly favors the trans con-
formation over the cis. These results are in good agreement
with the torsional PMFs.

Comparing the results with 12 and 23 windows, we find
a discrepancy of about 0.4 kcal/mol between relative free
energies of cis and trans conformations both in the gas and

water phases. Similar discrepancy was observed in the
torsional PMFs. Thus, the regular SR-TI simulations with
12 windows underestimate the free energy of the trans
conformation, which is the opposite of the reversible work
for the alchemical transformation reported in Table 4. This
discrepancy is due to the appearance of a sharp peak in the
mean force profiles near λ ) 0 (see the Supporting Informa-
tion) as was seen for the hydroxylated benzenes in water.
However, because in the amide case, this discrepancy is
present in both the gas and water phases, it fortuitously
cancels out in the final free energy difference result. The
fact that the trans and not the cis conformation is affected
strongly argues that this peak is related to the intramolecular
hydrogen bond formed between the hydroxyl group and the
amide carbonyl.

Using the results of the regular SR-TI simulations, we can
construct the expectation values for the cis/trans ratios (C/
T) in the gas and water phases as follows:

where kB is the Boltzmann constant and ∆G(cis) and
∆G(trans) are the reversible works to alchemically transform
the amide in the cis and trans configurations to the reference
state, respectively. Because these expectation values employ
the relative free energies of the cis and trans conformations,
they are particularly sensitive to small variations and hence
depend on the number of windows. With 12 windows, the
C/T ratios are 1.91 and 0.10, in the gas phase and water,
respectively, whereas with 23 windows, these numbers
change to 0.98 and 0.06, respectively.

Now we can examine the results of the HREX SR-TI
simulations. Table 4 shows that with 12 windows the rate
of exchanges in water is only 11%. Note that merely 11
atoms out of a total 17 are “switched off” here. This is the
lowest exchange rate we have seen. However, even at such
a low rate, the HREX option cuts the standard deviation of
the computed hydration free energy in half (from 0.87 in
regular SR-TI to 0.42 kcal/mol in HREX SR-TI). Neverthe-
less, over 4 ns of simulation time, the cis/trans ratios in the
gas and water phases are far from the expected values (1.91
and 0.10, respectively). Attesting to the validity of HREX
SR-TI, the computed hydration free energies stay well within
the bounds set by regular SR-TI.

Increasing the number of windows can significantly
improve the HREX SR-TI results. We have seen that the
number of windows can affect the results of regular SR-TI
simulations and their derived expectation values. Here, we
demonstrate that increasing the number of windows about
two times greatly affects the exchange rate and consequently
improves the overall HREX SR-TI performance. In particu-
lar, going from 12 to 23 windows raises the acceptance ratio
in water from 11 to 40%. This, in turn, reduces the standard
deviation in the computed hydration free energy by about a
factor of 4 (from 0.86 to 0.20 kcal/mol). Furthermore, the
averaged hydration free energies for simulations initiated
from cis and trans conformations get within 0.36 kcal/mol
of each other. With 23 windows, the C/T ratios in the gas
and water phases begin to approach the expected values (of

Figure 4. Potential of mean force (PMF) for rotation about
the amide bond in the gas phase and in water. The PMFs
were computed from umbrella sampling simulations with
harmonic dihedral restraints using two independent methods,
namely, the weighted histogram analysis method (WHAM) and
umbrella integration with harmonic Fourier beads method.

C/T ) exp[∆G(cis) - ∆G(trans)
kBT ] (13)
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0.98 and 0.06, respectively). Hence, in difficult cases like
the amide, increasing the number of windows can greatly
improve the results of the HREX simulations.

To assess the effect of exchange frequency on the results,
we repeated SR-TI simulations with the HREX option
attempting simulations every 500 steps (every 1 ps) as
opposed to every 1000 steps. While doubled the number of
exchange attempts over the 4 ns run, it did not significantly
affect the final solvation free energy (see the Supporting
Information). This confirms that our previous simulations
have reached convergence. We note that increasing the
frequency of exchanges could provide additional computa-
tional savings as long as the time it takes to evaluate the
Metropolis acceptance criteria is much less than the time to
run MD simualtions between the exchanges. However, we
did not attempt to identify the corresponding limit on
exchange frequency. A previous work employing HREX with
FEP suggested that attempting exchanges every 100 steps
(0.2 ps) is close to the limit.96

Equilibrating the generalized ensemble improves the
HREX SR-TI predictions. Typically, before we begin
the Hamiltonian exchanges, each window is equilibrated
the same way as in regular SR-TI (see the Methodology
section). However, this equilibration does not involve any
exchanges, and hence at the beginning, the simulations
are still biased by their starting configurations. Therefore,
additional equilibration is desired for the generalized
HREX ensemble itself. To demonstrate this, we use the
simulation with 23 windows. Specifically, we divide the
4 ns of simulation time, which has 2000 exchange
attempts, into two periods te + tp ) 4 ns, where te and tp

are the equilibration and production periods. We use only
the tp portion to recalculate the hydration free energies
and the cis/trans ratios. In particular, we start with tp )
3 and proceed in decrements of 1 ns or 500 exchange

attempts. Note that we have already discussed the results
with tp ) 4 ns, which corresponds to using all of the
HREX simulation time, in previous paragraphs. In Table
4, we only show additional results for tp ) 3 ns, which
has the lowest hydration free energy of -15.24 kcal/mol
with the lowest standard deviation of 0.12 kcal/mol.
Clearly, the recomputed hydration free energy remains
bounded by the corresponding regular SR-TI values for
cis and trans conformations. Finally, for tp ) 3 ns, the
C/T ratio in water is 0.08 and practically matches the
expected value of 0.06. Thus, introducing an equilibration
time for the generalized ensemble can greatly improve
the quality of predictions.

This work has demonstrated that the HREX option is
absolutely essential to get high quality results for solutes with
multiple configurations that have distinct solvation properties
and are separated by high energy barriers. In the case of the
amide studied here, HREX SR-TI consistently circumvents
barriers as high as 15 kcal/mol over the course of 4 ns.
Importantly, HREX SR-TI achieves this outstanding result
using a modest number of simulation windows. Such a
dramatic enhancement in sampling is simply impossible with
either regular SR-TI or conventional TI.

We feel that the difficult amide test case has helped us
validate the SR-TI approach and establish best protocols for
its use. The C/T ratios predicted with regular SR-TI and
HREX SR-TI are in excellent agreement. Furthermore, the
final hydration free energy from HREX SR-TI is independent
of whether the simulation starts from the cis or trans isomer.
The final value stays within the clear bounds defined by
regular SR-TI for cis and trans isomers separately and,
independently, by the dihedral PMF results. All of these
results provide confidence in the approach necessary for
future applications.

Table 4. Results of Regular and HREX SR-TI Simulations for N-(2-Hydroxy-phenyl)formamidea

regular SR-TI, 4 ns HREX SR-TI, 4 ns HREX SR-TI, last 3 ns

selection ∆GG ∆GW ∆∆G EXG [EXW], % ∆GG ∆GW ∆∆G C/TG [C/TW] ∆∆G C/TG [C/TW]

12 windows
all-avg 16.35 30.92 -14.57 56 [11] 16.32 31.06 -14.74 0.99 [0.88]
all-SD 0.20 0.68 0.87 1 [0] 0.05 0.43 0.42 0.38 [0.95]
cis-avg 16.48 30.47 -13.99 56 [11] 16.31 30.84 -14.53 0.99 [1.31]
cis-SD 0.04 0.05 0.07 1 [0] 0.05 0.34 0.36 0.36 [0.89]
trans-avg 16.09 31.82 -15.73 56 [11] 16.34 31.49 -15.15 1.00 [0.03]
trans-SD 0.07 0.04 0.08 2 [0] 0.06 0.13 0.09 0.50 [0.06]

23 windows
all-avg 16.49 31.05 -14.56 77 [40] 16.51 31.58 -15.08 1.18 [0.24] -15.24 1.20 [0.08]
all-SD 0.05 0.86 0.86 1 [0] 0.08 0.19 0.20 0.52 [0.16] 0.12 0.60 [0.03]
cis-avg 16.49 30.48 -13.99 77 [40] 16.51 31.46 -14.96 1.27 [0.33] -15.20 1.12 [0.09]
cis-SD 0.02 0.05 0.06 1 [0] 0.10 0.07 0.10 0.61 [0.08] 0.10 0.60 [0.02]
trans-avg 16.50 32.20 -15.71 77 [40] 16.50 31.82 -15.32 0.99 [0.04] -15.33 1.34 [0.05]
trans-SD 0.08 0.04 0.10 0 [0] 0.04 0.11 0.08 0.26 [0.01] 0.13 0.70 [0.00]

a The free energy values are given in kcal/mol. In the selection column, all, cis, and trans labels refer to average (avg) and standard
deviation (SD) values computed over all nine, just six cis, and just three trans conformations of the amide, respectively. The number of
windows used in the simulations is indicated on a separate line. The HREX SR-TI simulations attempted exchanges every 2 ps. EXG and
EXW indicate the average acceptance ratio in the gas phase and water, respectively. Similarly, C/TG and C/TW refer to cis/trans ratios in gas
and water phases. All simulations employed the specified number of windows run for 4 ns each in canonical (gas phase) and in NPT
(water) ensembles at T ) 300 K and P ) 1 atm. ∆GG and ∆GW are the SR-TI work values for the alchemical transformations to the
reference benzene core in the gas phase and water, respectively, and ∆∆G ) ∆GG - ∆GW is the corresponding relative hydration free
energy. The expectation values for C/T in either phase were computed using alchemical free energies from regular SR-TI as follows: C/T )
exp[(∆G(cis) - ∆G(trans))/(kBT)], where kB is the Boltzmann constant. With 12 beads, these values were 1.91 and 0.10 for the gas and
water phases, respectively, whereas with 23 windows they changed to 0.98 and 0.06.
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E. Conclusion
To conclude, we have presented a single-topology TI variant,
called SR-TI augmented with HREX, that provides reliable
estimates of relative solvation free energies for series of
related molecules even in the presence of hindered confor-
mational transitions. The key difference from conventional
TI methods is that SR-TI transforms all of the molecules
from a particular series down to a single reference state that
does not have to correspond to a physical state. The choice
of the reference state is flexible and allows rational selection
of torsional degrees of freedom for enhanced sampling.
Furthermore, a reduction in molecular volume in the refer-
ence state allows for better mobility in confined spaces. The
benefits of the enhanced sampling and mobility in the
reference state can be passed on to the real state using
the HREX option. In addition, the HREX option improves
overlap in configuration space between the TI simulation
windows. Therefore, combining the SR-TI approach with
Hamiltonian replica exchange brings considerable improve-
ments over current single-topology TI methods. Thus, we
feel that the SR-TI approach with and without the HREX
option is a useful addition to the family of rigorous, high
quality TI methods. Application of this methodology to more
complex problems, including ligand binding, is currently in
progress in our laboratory and will be described in a
subsequent paper.
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show the results of integration of the simulation data for the
series of hydroxybenzenes that demonstrate the appearance
of a sharp peak near λ ) 0.0 due to hydrogen atoms of the
hydroxyl groups. Figures 5S and 6S show the same results
for the cis and trans isomers of the amide. For the amide,
all of the isomers identified during the exhaustive conforma-
tion search and their AM1 and AM1BCC/GAFF energies
are presented. A summary of the torsional PMF extrema is
also presented. Additional simulation and analysis results are
provided in several tables. This material is available free of
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Abstract: DFT-computed energies of polyhedric hydrocarbons, such as dodecahedrane C20H20,
its smaller analogs C16H16 and C12H12, and the larger C24H24, estimated in comparison with
corresponding isomeric hydrocarbons, vary widely with the choice of the density functional. In
particular, large discrepancies were observed with the functionals that are based on the B88
(as well as G96, B86) exchange and the LYP (as well as OP) correlation parts. The problem is
not related to the presence of the smaller cyclopropane rings in the C12H12 polyhedrane, for its
hydrogenated products do show similar errors; moreover, the larger dodecahedrane that is free
from the Bayer strain shows a similar trend. DFT-D corrections that are very useful in fixing
long- and medium-range correlation issues with GGA DFT do not help in this case either. We
show that these errors stem from the B88 (G96, B86) exchange functionals and are not
compensated by Colle-Salvetti-based GGA correlation functionals such as LYP, OP, TCA, etc.
However, they can be corrected by the PBE correlation functional based on the PW92 uniform
electron gas (UEG) parametrization. Range-separated hybrids (Iikura and Hirao’s LC-BOP, LC-
BLYP) perform much better than the parent GGAs. Comparisons of polyhedranes with a well-
studied system of similar size, the set of CnHn cyclophanes, reveal a completely different
performance for the lattersfor instance, RHF results are the poorest, and LC-type functionals
do not give any improvement, but dispersion-corrected BLYP-D performs very well. We conclude
that, while for polyhedranes medium-range delocalization errors from exchange dominate, for
cyclophanes, the correlation/overlap-dispersion interactions are more important. The OPTX
exchange functional shows significantly lower errors compared to B88 and G96; its combinations
like OLYP and especially KT3 perform well for both test sets. The OPTX-based double hybrid,
O2PLYP, also outperforms the corresponding B88-based B2PLYP functional for polyhedranes.
Our computations also suggest that the (CH)16 and (CH)24 polyhedranes could be possible
synthetic targets.

Introduction

Cage and highly symmetric hydrocarbons are interesting due
to their aesthetic appeal. The polycyclic caged hydrocarbons
and their derivatives were very instrumental in developing
the concepts of the theory of reaction mechanisms in organic

chemistry (see, for example, ref 1). The cage hydrocarbons
1a-4a that we will discuss in this work (Scheme 1) are built
from two parallel, staggered carbocycles linked into a three-
dimensional cage by a rim of methyne bridges, so that a
“tire” of fused five-membered rings is formed. The dodeca-
hedrane 3a (two cyclopentane rings) has been known for
quite a while and was subject to numerous experimental and
theoretical studies.2-6 The related compound 1a was also
recently synthesized and studied both experimentally and
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theoretically.7 Besides their geometrical beauty, there could
also be potential applications, for example, for perfluorinated
dodecahedrane8 which consists of two charged, nearly
spherical layers, or using polyhedrane cages to encase atoms
and small metal ions for some molecular electronic
devices.9-11

There is mounting evidence that the description of inter-
and intramolecular interactions in large hydrocarbon systems
can be problematic for density functional theory (DFT)
methods, which are today the most widely used tools in
theoretical organic and organometallic chemistry.12-19 This
presents a challenge, since for realistic modeling of systems
of chemical interest (for example, transformation of hydro-
carbons catalyzed by a transition metal complex whose
ligands are also hydrocarbons, or an enzyme reaction center,
surrounded by several amino acid residues) it is important
to have a balanced, reasonably correct description of all parts
of the system under study. It would not do if only reaction
barriers were correctly described, but not intra- and inter-
molecular interactions between reactants, ligands, and the
surroundings, or vice versa.

Recent developments in the theory have shown that the
reason for many problems of approximate DFT lies in its
deficiency in the description of dispersion interactions.20,21

Also, most of the popular GGA and hybrid density func-
tionals are over-repulsive at medium and large interatomic
distances. Various methods were introduced to amend these
DFT problemssamong the most popular and computationally
inexpensive are the CR-6 corrections by Grimme,22,23 named
DFT-D, and the pseudopotential modification by the group
of Röthlisberger,24 adapted for Gaussian-basis molecular
calculations by DiLabio et al.25,26 (C-Pot). It was thought13

that, while important, dispersion corrections alone cannot be
sufficient to accurately describe intramolecular interactions
in hydrocarbons and thus their relative stabilities with DFT.
However, recent work in the area seems to show27,28 that,
with the proper parametrization, DFT-D can in most cases
successfully describe both intra- and intermolecular interac-
tions in hydrocarbons by correcting the over-repulsive nature
of GGA and hybrid functionals at medium-range interatomic
distances. This leads to the question of whether the correction
can still be called “dispersion”, or whether it is some other
exchange-correlation error that is being corrected, perhaps
the delocalization error described by Yang and co-workers.12

The C-Pot method also performs well for some functionals
of a repulsive nature, like the popular B3LYP.27 Very
recently, a new revision of the DFT-D method, termed DFT-
D3, was introduced; this revision tries to restrict the

correction to the van der Waals interactions only, without
correcting the medium range behavior of the GGA func-
tionals.29

In the recent work of Gill and co-workers,18 the problems
of DFT with reactions that lead to an increased degree of
hydrocarbon branching were attributed mainly to errors in
the DF exchange functionals (i.e., not to the Coulomb or
the kinetic energy, or a correlation functional).

A particularly interesting case however exists where some
DFs fail only for some of the combinations of exchange and
correlation functionals. It was found previously14 that for
the (CH)12 compound 1a (Scheme 1), named [D3d]-octahe-
drane by its creators, the performance of density functionals
varies widely; the authors issued a cautionary warning for
using DFT for “structures with single bonds only, especially
for small rings”. Earlier, we showed27 that for the (CH)12

isomers, some combinations of exchange and correlation
functionals, most notably the combination of Becke’s popular
B88 exchange30 with the LYP31,32 correlation, show large
discrepancies from results using other functionals and the
MP2 method. Numbers provided in the paper by Schreiner
and co-workers14 also show that some other functional
combinations, for example, Gill’s GLYP33 functional, behave
similarly to BLYP. Not all density functionals perform
similar to BLYP-PBE, for example, yield results much
closer to those by correlated wave function methods. We
have shown that the OLYP functional, which is strongly
over-repulsive at medium range, describes the stability of
the [D3d]-octahedrane well; moreover, the BPBE combination
also performs well. DFT-D was found to be insufficient to
amend the performance of the combination of Becke’s B88
and LYP (but the C-Pot method with B3LYP has, rather
unexpectedly, been successful).

Thus, it is interesting to investigate why a specific
combination of exchange and correlation functionals sud-
denly performs poorly for this specific hydrocarbon case.
As was alluded to above, it is always desirable for a density
functional to provide a balanced description of the model
systems under study. Information on which functional is
successful for which kind of system can be essential for
possible practical applications. We dedicate this article to
answering these two questions for the curious case of
octahedrane and related compounds.

To do that, we have applied a systematically chosen set
of density functionals, in some cases together with methods
that include dispersion interactions (DFT-D by Grimme23

and C-Pot by DiLabio and Mackie25) in the computation of
the stabilities of (CH)n cage molecules (n ) 12, 16, 20, 24),

Scheme 1. Polyhedranes (CH)n, for n ) 12, 16, 20, and 24
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shown in Scheme 1. For comparison, we will use isomeric
cyclophanes (Scheme 2) that contain stacked π-rings at close
distances. For the cyclophanes, the importance of the intramo-
lecular dispersion interactions is well established; these mol-
ecules have been thoroughly studied theoretically.34-36

The presence of small carbocycles and sterical strain are
the popular culprits when DFT methods happen to fail for
molecules like the compound 1a, (CH)12. In the present work,
we extend the range of polyhedranes from the highly strained
compound 1a, which contains cyclopropane rings, to the
larger polyhedrane cages 2a-4a. The set includes dodeca-
hedrane 3a, which is a compound with angles around its
carbons close to tetrahedral, and thus free from the Bayer
(angular) strain. (We note that in 3a, as well as in all of the
polyhedranes under study, another type of steric strain37 is
present, due to the eclipsed conformation of carbon-carbon
dihedrals; for dodecahedrane, its value was estimated in refs
4 and 38.) We will investigate whether for these compounds
a similar picture of the performance of density functionals
will be observed.

Following the current trend39 of DFT benchmarking
studies, as a measure of stability, we will consider relative
energies of isomeric hydrocarbons rather than heats of their

formations or atomizations, thus avoiding complications with
the treatment of open-shell atoms. In addition, in order to
assess the stabilities of the (CH)n cage compounds relative
to each other, we will consider their formation energies from
acetylene C2H2.

We have selected isomers of CnHn, to act as references
for evaluating the stabilities of polyhedranes in the following
way. First, the isomers must be nonpathological cases for
DFT. For instance, they should not have extended conjugated
systems, which excludes annulene (CH)n systems. Second,
they should be of approximately the same type of compound
for the entire range of n values in the CnHn family, to allow
for more or less justified comparisons between the stabilities
of the different polyhedranes.

On the basis of these criteria, we have constructed several
isomers of CnHn, borrowing some from our previous work,27

and some from ref 14. The structures are presented in Scheme
2. For (CH)24, the partially hydrogenated coronene 4b was
chosen, for it is planar (i.e., has minimal nonbonded C-C
contacts), made of six-membered rings only, and yet is a
nonconjugated hydrocarbon. Similar types of hydrocarbons
for C20H20 and C16H16, structures 3b and 2b, correspondingly,
were chosen. (They are not precisely of (CH)n type, but this

Scheme 2. Isomeric CnHn Molecules, n ) 12, 16, 20, and 24, Used to Estimate the Stabilities of 1-4a

a Tertiary carbons of the condensed polycycles 1b-4b for which hydrogens point up are labeled with black dots; otherwise the hydrogens
point down.
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is not important for our purposes). For C12H12, we chose
compound 1b (which is compound 21 from ref 14; note that
it is not the most stable, but the most symmetrical one of its
isomers). In addition, structures of the tricyclo-dodecatetraene
1d and 2,7-dimethylnaptalene 1e were considered isomers
of C12H12.

For our second set of compounds, we chose the para-
cyclophanes 2c, 3c, and 4c as isomers for CnHn for n greater
than twelve. For the C16H16, meta-cyclophane 2d was also
computed. For C12H12, the selection of a real cyclophane is
impossible; for that reason, we picked the molecule 1c, cis-
(bis-cyclopentadienyl)ethylene, in which the unsaturated five-
membered rings are roughly parallel. Note that along the
series 1c-2c-3c-4c, the steric strain increases, and the
unsaturated/aromatic rings get closer to each other.

In the original paper dedicated to [D3d]-octahedrane 1a
by Schreiner et al.,7 the mono- and dihydrogenated species
5a-c and 7 (Scheme 3) were also considered; we will
include them along with the tricyclododecatri- and -dienes
6 and 8, correspondingly, of which the former are isomers.

In this work, we will investigate the performance of
various combinations of exchange and correlation function-
als. First, we will apply the BLYP and GLYP functionals
that perform poorly, and the OLYP, PBE, and BPBE
functionals that perform well for [D3d]-octahedrane,27 to the
wider set of test compounds (Schemes 1-3). Second, we
will systematically test the density functionals, by using
stand-alone exchange, as well as mixing and matching
exchange and correlation functionals of various kinds; to
apply modifications such as the inclusion of a fraction of
the Hartree-Fock exchange, both global and range separated
(LC-corrections by Iikura et al.40,41), as well as double
hybrids, which in addition to a high fraction of exact
exchange contain a portion of the PT2 correlation energy.42

The generalized gradient approximation for exchange-
correlation energy is written as follows:

Here, F, which depends on the reduced density gradient x,
is the GGA enhancement factor, introduced to improve the
performance of the local density approximation for systems
that differ from the uniform electron gas (UEG; its energy
being determined by eLDA(F)), such as atoms and molecules.
Further, σ ) R and � denotes the spin component. We
provide plots of the enhancement factors F(x) for selected
functionals in the Supporting Information (Figure S2).

The correlation energy EC, unlike the exchange energy,
depends on both spin densities. Sometimes it can be written
with same-spin and opposite-spin correlation contributions
separated.

The forms of its dependency on the spin densities and
their gradients that are used in the literature vary. One of
the approaches is to use an approach similar to the
exchange functional: take a local correlation energy
functional and add gradient corrections to it. There is no
analytical solution for the uniform electron gas correlation
energy, unlike for the exchange part where such a solution
is known. Parameterized forms, interpolating numerical
results exist; the most popular are the VWN43 and PW9244

functionals, although recently others were proposed also.45

Besides GGA-corrected UEG-based correlation functionals

Scheme 3. Hydrogenation Products of the Polyhedrane 1a and Tricyclohexatetraene 1b

EXC ) ∑
σ

EXσ + EC (1)

EXσ ) ∫ eLDA,σ(Fσ) F(xσ) d3r; x ) |∇F| /F4/3 (2)

EC ) EC,R�(FR, F�, xR, x�) + ∑
σ

EC,σσ(Fσ, xσ) (3)
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such as PBE, meta-GGA correlation functionals such as
VS9846 and its modifications, the M06 family of func-
tionals,47 as well as many others exist.

Another approach to the DFT correlation energy is to
derive a correlation functional ab initio, via a series of
simplificationssfor example, starting from the Colle-Salvetti
formula derived from a correlated wave function for the
helium atom using a series of approximations. An example
is the popular LYP31 functional in the form derived by
Miehlich et al.32 The older Wigner48 formula can be seen
as the local part of LYP. Recently, several other Colle-Salvetti
type functionals were proposed, most notably the OP by
Tsuneda et al.,49 Handy and Cohen’s CS150 functional, and
the RC local functional51 and its GGA development called
TCA.52 Other GGA correlation functionals building on the
Wigner formula, such as the Wilson-Levy functional, have
been proposed; see the recent work of Thakkar and McCarthy
for their extensive evaluation.53

Most of the energy contribution comes from the exchange
functional. Thus, its asymptotic behavior is considered the
most important. Dynamic correlation is also more short-
range; however, nondynamic, or “left-right” correlation
energy, is delocalized. It is well established that the inclusion
of some fraction of the Hartree-Fock exchange54 improves
the performance of GGA functionals in many cases, such as
the prediction of thermochemistry and reaction barriers.
Recently, range separated forms of hybrid density functionals
were proposed55-58 for which the amount of HF exchange
is not constant but variessfor example, from GGA at short
distances to HF for long distances. The long-range corrected
GGAs show improved performance for properties that
depend on the asymptotic behavior of the exchange, which
is incorrect for GGA but can be reproduced by HF; at the
same time, the electron-electron cusp condition, which is
short ranged, is better described by DFT.

Recent attempts were made to include a fraction of the
MP2 correlation energy computed with DFT orbitals, leading
to the so-called double hybrids.42 Below, we will attempt to
arrange the functionals to be tested in this work into groups.

Exchange Functionals

Group A. B88 and G96 are repulsive functionals; they
are also the ones that perform poorly with the LYP
correlation for octahedrane. These functionals exhibit a
diverging F(x) for the high limit of the reduced density
gradient x. They are purely repulsive at any range of the
PES. (See the scans in the Supporting Information, Figure
S1.)59,60

We have also included the B86 functional (with the
formula taken from the Appendix of ref 59), which is similar
to B88 but has a different “asymptotic behavior”, that is, a
converging F(x), which results in it showing some attraction
at large interatomic distances. We note that for medium and
short distances, B86 is over-repulsive, which is typical for
all GGAs. (See the potential energy surface scans in the
Supporting Information, Figure S1.) We also included the
OPTX exchange functional, which has a higher power of x
than B86 and violates the UEG limit. It is known27,61 that

OPTX is too repulsive at medium and short interatomic
distances, even more so than B88. However, for long
distances, it shows some attraction, just like B86. This can
be traced to the shape of the F(x) enhancement factor.60

We will use the B88, G96, and OPTX exchange func-
tionals in a stand-alone manner, naming them HFB, HFG,
and HFO, and will match them with a variety of correlation
functionals, as described below. We will also augment them
with a fraction of HF exchange, globally (B3LYP) and in
the long-range only (LC functionals for a few of the
combinations). Moreover, we will try global double hybrids
that include the PT2 correlation for some of them, namely,
B2PLYP and our O2PLYP.

The power series B97 family functionals62 are also built
on the basis of sums of B86-like expressions up to the second
or fourth power. This is combined with a “spin-scaled” UEG
PW92 correlation functional with GGA-corrections of a form
similar to the B86 exchange. We have included in our set of
functionals the original B97 hybrid functional and Grimme’s
B97-D23 GGA functional that has been optimized together
with the dispersion correction, to avoid double counting of
the long-range attractive interactions.

Recently, Goerigk and Grimme performed a reparam-
etrization of commonly used density functionals, including
BLYP, on the basis of their extensive benchmark database
GMNTK,63 again with inclusion of the DFT-D corrections.
The latter was used in its reparameterized form, with the
scaling factor for the R0 radii increased to 1.34 from 1.1
and a global scaling factor of 1.0, giving it the correct
asymptotic behavior at very long range. We include the
reoptimized B88 + LYP combination, named oBLYP-D,
in our set of functionals.

An interesting modification to the OLYP functional exists
in the literature64sa same-spin correlation term by Keal and
Tozer was added to the OLYP functional, which was
reparameterized and called KT3. The local version containing
the same term (KT1) was shown to perform well for π-π
stacking.61 We have included the KT3 functional in our set
of functionals.

Group B. Group B consists of functionals that are
spuriously attractive at the long range and less repulsive in
the medium range than those in group A. The most prominent
example is the PBE exchange functional. It was proposed65

to reparameterize it (as well as the parameters of the PBE
correlation counterpart, correspondingly), to give a better
description of solids. The modification, named PBEsol,
became more attractive than PBE in the medium-long range,
which was shown to improve its performance for hydrocar-
bons, namely, cyclophanes and octahedrane 1a.66 Recently,
a further modification of PBEsol including the higher-power
x term in the denominator was proposed67 under the name
regularized gradient expansion (RGE2). In our study, we will
include the PBE, PBEsol, and RGE2 functional combinations.

The highly parametrized Minnesota density functionals that
are based on the VS98 meta-GGA exchange-correlational
functional also claim improved performance for the interac-
tions of interest to this work. We have shown27 previously
that the M06-L functional is on the softer side, performing
comparably to PBE-D. We will include the local M06-L
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functional and the hybrid that has been recommended by
the authors for hydrocarbons, M06-2X, for comparison with
the GGAs under study.

Correlation Functionals

Earlier, we showed27 that, for [D3d]-octahedrane, the BLYP
combination of LYP with B88 did not work well, while
BPBE did. In this paper, we will try to explain this
observation and test this and related combinations on similar
chemical systems (Schemes 1-3).

LYP is a GGA Colle-Salvetti68 functional, while PBE
correlation is a GGA based on the PW92 parametrization of
the uniform electron gas (UEG). We will try to match the
B88 exchange with LYP and PBE correlations; we will also
try the B86LYP, OLYP, and OPBE combinations. Besides
that, another Colle-Salvetti GGA functional, the one-
parameter progressive (OP) functional by Tsuneda and co-
workers,49 will be combined with B88 and G96, giving the
BOP and GOP functionals. Another recently introduced
Colle-Salvetti functional, TCA, will be used, as proposed
by its authors,69 together with the PBE exchange.

To extend our study further, we will use LDA correlation
functionals that correspond to the UEG parametrization
(PW92) and to the Colle-Salvetti type. For the latter, we
will try the Wigner functional, which can be roughly
considered as an LDA part of the GGA LYP.50,70

Combinations

Exchange-correlation functional combinations considered in
this work are summarized in Table 1. Following our earlier
work, to illustrate the “repulsiveness” of these functionals
at medium and long interatomic distances, we have per-
formed a PES scan of colliding the methane molecule into
the ethane molecule, decreasing the intermolecular carbon-
carbon distance from 6.0 to 2.0 Å. The interaction curves
and details of the computations are provided in the Support-
ing Information (Figure S1).

Computational Methods

Geometry optimizations for the BLYP, BPBE, OLYP,71 and
PBE72 density functionals were done using the Priroda
code73-75 in the L1174 basis set (a cc-pCVDZ-quality general
contracted basis). The RI-JK approximation as implemented
in Priroda73 was applied throughout, with corresponding
optimized density fitting basis sets. For GGA functionals,
analytical second derivatives were computed on the opti-

mized geometries to confirm the nature of the respective
minima. Final GGA energies were calculated on the L11
optimized geometries with the L22 basis set74 (a cc-CVTZ-
quality general contracted basis). RI-MP2 geometry optimi-
zations were done with Priroda as well, in the cc-pVTZ-
quality L2 basis.74

To extend our study to a broader and more systematic
range of functionals, and in particular to include various
exchange-correlation functional combinations not available
in Priroda, we have used a locally modified version of the
MOLCAS code, version 7.4.76,77 For some functionals
available in the regular version of MOLCAS, parameters
were changed so that the optimized version of the BLYP
functional by Goerigk and Grimme (oBLYP-D)63 and
PBEsol65 were also implemented. The exchange functionals
G96,33 B86 (with the formula and parameter values taken
from the Appendix of ref 59), OPTX71 and KT3,64 and
RGE267 (paired with the PBEsol exchange), as well as the
correlation functionals by Wigner48,78 and the TCA52 cor-
relation functional, were added to the code. On the basis of
these additions, the following combinations were tested as
single-point calculations on RI-MP2/L2 geometries in the
same L22 basis set as for the Priroda computations: (1) pure
exchange, with no correlation partsHFB, HFG, HFOsand
(2) various GGA functionals named in the text as BLYP/
MP2, B86LYP, GLYP, BPBE, BW,48 BPW92 (with the local
correlation functional of Perdew and Wang44), OPBE, KT3,
the hybrid functionals B3LYP54 and O3LYP,71,79 the double-
hybrid functional B2PLYP of Grimme,42 and its double
hybrid analog that we will call O2PLYP using OLYP as the
starting point. For the O2PLYP functional, we did not
optimize the contributions from the exact exchange and the
PT2 correlation but instead took the “physically motivated”
values of 50% and 25%, correspondingly. For the GGA part
of the O2PLYP exchange, we also took 50% of the original
OPTX parameters for its LDA and GGA parts. For both of
the double hybrids, in Tables 2-4, we provide energies due
to the DFT part only, labeled B2PLYP(0), and with inclusion
of the PT2 term (B2PLYP(2), correspondingly, except for
Figures 1 and 2, where the functional is simply labeled
B2PLYP).

We have also computed canonical MP2 and scaled
opposite spin MP2 (SOS-MP2)80 energies with the same L22
basis set using MOLCAS. All MOLCAS calculations, both
DFT and MP2, were done using the compact atomic
Cholesky decomposition technique (acCD) with an accuracy
threshold of 1 × 10-4.81-83

Table 1. Combinations of Exchange and Correlation Functionals Employed in This Work

correlation
functional “repulsive” GGA “softer” GGA and meta-GGA

large amount of exact exchange
(hybrids/double hybrids)

none HFB, HFG, HFO RHF
LDA UEGa BPW92

CSb BW
GGA UEGa BPBE, BPBE-D, OPBE, B97, B97-D PBE, PBEsol, RGE2, M06-L M06-2X

CSb BLYP, BLYP-D, B3LYP, B86LYP, GLYP,
BOP, oBLYP-D, OLYP, OLYP-D, O3LYP,
KT3, B3LYP, B3LYP-C

TCA B2PLYP, O2PLYP, BLYP-LC, BOP-LC,
GLYP-LC

a Correlation functionals based on a Uniform Electron Gas parametrization. b Corelation functionals based on the Colle-Salvetti formula.
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The MP2 method is the cheapest accurate correlated wave
function method. It is well-known that for intramolecular
interactions of hydrocarbons (see refs 27, 66, and 84 and
references therein), the method errs systematically toward
overbinding. It was also found that the various spin-scaled
MP2 methods, such as SCS-MP2 and SOS-MP2, perform
much better for hydrocarbons (although the description of
other systems, such as hydrogen bound complexes, might
deteriorate).84 Specifically for the polyhedranes, SCS-MP2
was shown to give energies of isomerization of compound
1a66 closer to the CCSD(T) values than MP2. Our prelimi-
nary tests for the 1a system have shown that SOS-MP2
energy differences are closer to CCSD(T) than the SCS-
MP2 ones by about 2 kcal/mol. Thus, we used the SOS-
MP2 energies computed with the MOLCAS code as the
reference energies throughout this paper.

The DFT-D corrections for the dispersion energy for the
GGA functionals BLYP, OLYP, BPBE, and PBE were done

according to Grimme’s 2006 formulation,23 using the BOp-
timize code85 with the scaling factors being the same as in
our previous work,27 as single-point energy computations
on the GGA optimized geometries. For the B2PLYP-D and
oBLYP-D functionals, dispersion corrections were also
computed with BOptimize, using the recommended scaling
factors. We have also tried to optimize geometries with GGA
DFT-D for some cases, such as the para-cyclophanes 2c and
3c. While the geometry changes were not negligible, the
relative energy changes were. Hence, we use single-point
energies throughout.

In addition, we have investigated the one-parameter
progressive correlation functional (OP) by Tsuneda et al.49

together with the B88 exchange functional (BOP),
Grimme’s23 pure power series GGA optimized with disper-
sion correction (B97-D), and the original power series hybrid
functional B97 by Becke.62 Also, the performance of the

Table 2. Binding Enthalpies Per Acetylene Monomer ∆Eb
b

of Polyhedranes 1a-4a, kcal/mola

method 1a 2a 3a 4a MAD

SOS-MP2 -44.2 -48.7 -53.0 -51.6
MP2 -4.4 -4.0 -4.2 -4.1 4.2
B2PLYP(0) 2.2 2.7 2.7 3.0 2.6
B2PLYP(2) 1.1 1.4 1.5 1.6 1.4
HFB 27.8 29.3 30.4 30.9 29.6
HFO 19.8 22.2 23.8 24.6 22.6
HFG 27.9 29.5 30.8 31.4 29.9
M06-L -4.2 -2.7 -2.1 -1.9 2.7
M06-2X -3.8 -2.9 -2.9 -2.8 3.1
KT3 -10.3 -10.2 -9.9 -9.7 10.0
B86LYP 10.3 11.0 11.4 11.6 11.1
BLYPc 9.2 9.8 10.3 10.5 9.9
BLYP-Dc 5.3 4.7 4.8 4.6 4.8
BPBEc -1.0 0.0 0.7 1.0 0.7
BPBE-Dc -4.4 -4.5 -4.2 -4.3 4.3
OLYPc 1.9 3.6 4.6 5.1 3.8
OLYP-Dc -1.9 -1.6 -1.0 -0.9 1.3
PBEc -5.5 -4.9 -4.5 -4.3 4.8
PBE-Dc -7.9 -8.1 -7.9 -8.1 8.0
BW 21.5 22.7 23.6 24.1 23.0
RHF 4.3 4.9 4.9 5.4 4.9
BLYP-LCd -9.9 -8.6 -10.1 -10.0 9.6
GLYP-LCd -10.7 -9.2 -10.9 -10.8 10.4
BOP-LCd -7.6 -7.3 -7.2 -7.0 7.3
BOPd 11.6 12.6 13.3 13.7 12.8
B97d -2.1 -3.0 -1.8 -1.6 2.1
B97-Dd 3.1 -1.0 3.1 2.9 2.5
O2PLYP(2) -2.4 -1.7 -1.4 -1.1 1.6
O2PLYP(0) -1.5 -0.6 -0.4 0.1 0.7
GLYP/MP2 9.6 10.4 11.0 11.3 10.6
oBLYP/MP2 6.5 7.0 7.3 7.5 7.1
oBLYP-D/MP2 2.8 3.3 3.2 3.1 3.1
BPW92 17.4 18.5 19.2 19.6 18.6
OPBE -10.3 -8.7 -7.6 -7.0 8.4
PBEsol -14.5 -14.3 -14.1 -14.0 14.2
B2PLYP-D -1.4 -0.9 -1.1 -1.2 1.1
B3LYP-Cpotd -10.7 -10.7 -12.1 -11.9 11.4
B3LYP 3.2 3.6 3.8 4.1 3.7
RGE2 -5.5 -4.9 -4.5 -4.4 4.8
O3LYP -9.8 -9.1 -8.7 -8.5 9.0
TCA 9.6 11.4 12.2 12.6 11.4

a The SOS-MP2 are actual values (in italics); for the other
methods, differences with respect to SOS-MP2 values are shown.
b ∆Eb ) (E(C2H2)m - mE(C2H2))/m. c Priroda L22 energies on
optimized geometries at the DFT/L11 level. d GAMESS-US
cc-CVTZ energies on Priroda MP2/L2 geometries.

Table 3. Relative Energies of Hydrogenated Species of
1a, 5a-c, and 7 with Respect to Tricyclododecatetraene
1b and Its Hydrogenated Derivatives 6 and 8,
Correspondingly, kcal/mola

method 5a f 6 5b f 6 5c f 6 7 f 8 MAD

SOS-MP2 35.0 9.9 -5.4 46.7
MP2 4.3 4.5 3.4 3.1 3.9
B2PLYP(0) -13.9 -8.7 -13.5 -11.0 11.8
B2PLYP(2) -10.8 -6.7 -9.8 -8.5 8.9
HFB -46.7 -35.0 -39.1 -37.6 39.6
HFO -27.7 -17.7 -21.2 -25.0 22.9
HFG -43.2 -32.3 -36.2 -34.9 36.6
M06-L -5.4 3.6 0.8 -9.7 4.8
M06-2X -4.5 2.8 -0.8 -7.6 3.9
KT3 1.4 4.9 2.5 0.2 2.2
B86LYP -30.5 -21.2 -25.1 -24.6 25.4
BLYPb -27.4 -37.9 -3.6 -22.5 22.9
BLYP-Db -25.5 -35.7 -1.8 -20.7 20.9
BPBEb -8.7 -20.2 13.1 -9.4 12.8
BPBE-Db -7.1 -18.4 14.7 -8.0 12.1
OLYPb -9.4 -20.7 12.8 -10.7 13.4
OLYP-Db -7.6 -18.6 14.5 -9.0 12.4
PBEb -6.3 -18.3 14.9 -7.3 11.7
PBE-Db -5.3 -17.1 16.0 -6.4 11.2
BW -39.8 -28.9 -33.2 -32.1 33.5
RHF -12.5 -8.8 -14.6 -9.2 11.3
BLYP-LCc 1.7 5.1 1.9 -0.7 2.4
GLYP-LCc 2.9 6.0 2.8 0.3 3.0
BOP-LCc 2.1 5.8 2.6 -0.9 2.9
BOPc -27.4 -18.5 -22.0 -22.5 22.6
B97c -9.6 -5.6 -8.8 -7.8 7.9
B97-Dc -21.2 -11.4 -15.2 -18.8 16.6
O2PLYP(2) -1.8 1.6 -1.2 -2.6 1.8
O2PLYP(0) -4.5 0.0 -4.4 -4.9 3.5
GLYP/MP2 -23.9 -16.2 -19.7 -19.3 19.8
oBLYP/MP2 -24.3 -16.4 -19.9 -19.7 20.1
oBLYP-D/MP2 -27.3 -16.1 -19.0 -23.0 21.3
BPW92 -35.4 -25.1 -29.4 -28.6 29.6
OPBE 12.8 16.4 14.6 6.0 12.4
PBEsol 5.8 9.2 7.3 2.3 6.2
B2PLYP-D -12.4 -6.1 -9.0 -10.3 9.4
B3LYP-Cpotc 0.9 1.6 -1.4 1.2 1.2
B3LYP -17.8 -11.1 -15.2 -14.6 14.7
RGE2 -5.9 -0.1 -2.7 -6.8 3.9
O3LYP 2.4 6.7 3.7 -0.3 3.3
TCA -23.4 -12.6 -16.2 -21.9 18.5

a The SOS-MP2’s are actual values (in italics), while for other
methods, differences with respect to it are shown. b Priroda L22
energies on optimized geometries at the DFT/L11 level.
c GAMESS-US cc-CVTZ energies on Priroda MP2/L2 geometries.
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range-separated hybrid funcionals by Hirao et al.40 (long-
range correction, LC) was studied for the BLYP-LC, BOP-
LC, and GLYP-LC functionals. Finally, C-Pot computations
were done with the B3LYP/cc-CVTZ basis, with C-Pot
coefficients optimized for B3LYP/aug-cc-pVTZ taken from
ref 25. We have used test calculations to ensure that the
difference in the basis sets does not lead to significant
changes in MAD values for the carbon-only subset of the
S22 set; thus, the pseudopotential parameters are transferable
enough. These computations were done with the GAMESS-
US86 code, version February 2009, using single point energy
calculations in the cc-CVTZ basis by Dunning and Hay87

on the Priroda RI-MP2/L2 optimized geometries.

Results and Discussion

Geometries of the Hydrocarbons. For the cage molecules
1a-4a and tricyclooctane 5, all GGA DFs for which we did
optimize geometries show very similar bond angles. In the
dodecahedrane 3a, the CCC angles are equal to 108°, while
the CCH angles are 110.9°. Going from 1a to 2a and 4a,

Table 4. Calculated Relative Energies of Isomers of Compounds 1-4, kcal/mola

method 1a f 1e 1a f 1d 1b f 1a 1b f 1c 2b f 2a 2b f 2c 3b f 3a 3b f 3c 4b f 4a 4b f 4c

SOS-MP2 -34.8 24.6 -35.2 5.4 -56.0 -44.4 -85.4 -41.3 -70.2 -35.7
MP2 -7.3 5.5 -6.4 -0.5 -3.8 -11.0 -3.7 -8.5 -5.0 -9.3
B2PLYP(0) -32.1 -13.9 13.2 -2.2 22.3 4.1 29.0 28.2 21.7 42.2
B2PLYP(2) -27.3 -11.2 10.4 -2.5 17.1 -2.9 22.3 12.3 15.7 17.6
HFB -77.5 -51.9 49.4 -15.4 68.6 -5.8 88.4 30.9 73.2 45.1
HFO -49.9 -26.8 26.1 -11.7 41.2 1.0 58.0 36.0 42.3 53.2
HFG -73.4 -47.8 45.7 -14.4 63.6 -3.8 82.9 32.4 67.3 45.5
M06-L -17.5 -0.5 -0.5 -3.2 11.9 -7.7 24.2 6.0 16.6 5.2
M06-2X -10.7 -0.3 -0.5 -1.8 10.6 -0.3 15.6 11.6 12.1 19.6
KT3 -9.4 4.6 -3.3 2.3 -5.4 1.8 -4.1 13.8 -14.6 16.0
B86LYP -54.4 -33.1 31.5 -8.5 43.9 -5.2 56.3 20.3 43.7 28.6
BLYPb -49.4 -30.1 28.0 -9.1 39.9 -4.1 51.1 18.8 39.0 26.7
BLYP-Db -41.7 -28.4 25.3 -5.4 28.6 -10.0 37.2 0.5 30.4 3.6
BPBEb -21.6 -6.1 6.4 -4.6 13.6 1.1 21.1 17.8 9.8 22.8
BPBE-Db -14.9 -4.9 4.1 -1.0 3.7 -4.3 8.7 1.5 2.1 2.6
OLYPb -23.7 -6.1 6.4 -7.3 15.9 2.3 25.5 24.6 13.5 36.8
OLYP-Db -16.1 -4.7 3.9 -2.7 4.3 -3.6 11.0 6.0 4.3 13.7
PBEb -17.9 -3.6 4.1 -2.5 9.8 0.4 15.6 13.9 5.6 17.1
PBE-Db -13.1 -2.8 2.5 -0.5 2.7 -3.7 6.7 2.1 0.0 2.8
BW -68.5 -43.9 41.5 -12.8 58.0 -5.2 74.8 28.1 59.5 39.6
RHF -27.8 -12.7 11.9 -0.9 22.2 13.3 29.2 43.2 25.2 66.9
BLYP-LCc -1.5 6.1 -5.4 2.4 8.6 8.6 -0.9 18.6 -4.7 25.4
GLYP-LCc 0.1 7.5 -6.6 2.8 8.9 9.0 -3.2 18.5 -6.9 25.2
BOP-LCc -1.0 7.2 -6.4 1.5 -1.9 9.8 -0.7 22.0 -5.9 29.7
BOPc -50.1 -29.0 27.7 -8.6 39.9 -2.6 52.2 23.9 38.1 31.6
B97c -24.2 -8.8 8.7 -2.1 3.5 2.0 15.8 20.4 5.3 27.6
B97-Dc -35.1 -21.6 19.2 -5.7 -8.6 -10.5 30.9 1.0 24.1 6.5
O2PLYP(2) -14.2 0.8 -0.6 -0.7 4.1 0.8 8.1 15.3 0.9 22.0
O2PLYP(0) -18.2 -1.4 1.6 -0.4 8.5 7.2 13.6 30.0 5.8 44.9
GLYP/MP2 -46.6 -25.6 24.7 -6.4 35.0 -1.9 46.0 21.8 33.0 27.1
oBLYP/MP2 -46.1 -26.2 25.1 -6.0 35.3 -3.7 45.7 18.2 33.8 23.5
oBLYP-D/MP2 -34.8 -19.6 17.7 -6.0 26.6 -9.8 33.0 4.0 25.6 10.4
BPW92 -63.1 -38.7 36.4 -11.2 51.5 -4.9 66.4 26.3 51.2 36.4
OPBE 8.0 21.5 -18.7 2.4 -17.4 8.9 -13.8 23.1 -25.3 28.8
PBEsol -0.9 10.6 -8.5 3.6 -7.6 3.0 -5.5 9.3 -13.3 7.3
B2PLYP-D -19.6 -6.7 5.1 -1.8 11.9 -6.4 15.6 3.1 11.7 7.3
B3LYP-Cpotc -6.7 2.5 -7.0 1.1 -3.0 -4.0 -14.2 -1.1 -16.6 -2.8
B3LYP -37.7 -18.3 17.5 -4.0 26.8 -0.8 34.9 21.0 24.9 29.0
RGE2 -17.9 -3.0 3.7 -1.0 8.6 0.4 14.3 14.3 4.2 16.5
O3LYP -8.2 7.1 -5.8 1.8 -2.0 4.0 1.5 17.7 -7.5 22.6
TCA -42.4 -22.0 21.0 -8.4 36.6 -2.5 50.3 23.9 37.5 34.1

a See Scheme 2 for a description of the isomers. The SOS-MP2 values are the actual isomerization energies (in italics); for the other
methods, differences from the SOS-MP2 values are shown. b Priroda L22 energies on optimized geometries at the DFT/L11 level.
c GAMESS-US cc-CVTZ energies on Priroda MP2/L2 geometries.

Figure 1. Binding energies of polyhedranes (CH)2n from n
molecules of acetylene, per acetylene monomer (eq 1), kcal/
mol.
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the CbCbCb angle (the angle between the bridge carbons) rises
from 100.8° in 1 to 107.8°-107.9° in 4; the CbCbC3 angle
(the angle between two bridge and one top cycle carbon)
increases from 106.2°-106.3° to 108°. The angles including
bridge hydrogens decrease from 113.7° to 111.3° in this
series. All of these changes indicate that, for the larger
polyhedranes, steric strain due to the angular deformation
of bridged carbons decreases. The optimized bond lengths
are also similar for all of the GGA DFs, except BLYP, which
systematically yields longer Cb-C3 and Cb-Cb bonds in
1a-4a.

The geometries of 1a-4a optimized at the RI-MP2/L2
level show CbCbCb and CbCbC3 angles very similar to the
DFT ones. Both Cb-C3 and Cb-Cb bond lengths are usually
shorter at the GGA DFT level, OLYP showing the closest
agreement in bond length with RI-MP2. All of the geometries
of compounds 1a-4a, 1b-4b, and 1c-4c are provided in
the Supporting Information as a separate file.

Binding Energies of 1a-4a Relative to Acetylene. The
binding energies of the polyhedranes 1a-4a relative to
acetylene were weighted per acetylene monomer according
to eq 4:

The calculated values are collected in the Table 2 as
differences from the SOS-MP2 values. For selected methods,
the absolute values are also pictured in Figure 1.

One can see that all methods predict an increase of binding
from 1a to 3a, which is the most stable polyhedrane, with
4a slightly less stable than 3a. This is what one would expect
on the basis of the angular strain argumentsthe angles
around the carbon atoms in 4a and especially 3a are closest
to tetrahedral. The absolute values of the binding energies
vary strongly between the computational methods; however,
within the series of the polyhedranes, each method performs
similarly. That is, the presence of the small cyclopropane
and cyclobutane rings in 1a and 2a and their absence in 3a
and 4a does not lead to significant changes in the order of
the energies calculated.

In Figure 1, it can be seen that BLYP underestimates the
binding energy as compared to SOS-MP2. The exchange-
only HFB yields unrealistically small binding. MP2 and
BLYP-LC overbind, the latter quite strongly. OLYP, which
is quite an over-repulsive functional, is much closer to SOS-
MP2 than BLYP; the reoptimized version of the latter,
including dispersion corrections, oBLYP-D, performs better.
The BPBE combination and the double hybrid B2PLYP
functional also perform well.

A more systematic overview, with all of the functionals
included in Table 1, shows that, not surprisingly, stand-alone
exchange functionals perform much worse than those
combined with a correlation functional. HFB and HFG have
similarly large differences from the SOS-MP2 values. They
are followed by BW and HFO, which are also close to each
other, and then comes the BPW92 combination. It is
interesting to observe that the pure OPTX exchange func-
tional has much smaller errors than either B88 or G96 and,
also, that the Wigner correlation functional (which can
roughly be seen as the local part of the LYP correlation
functional) is less efficient than the local PW92 correlation
that is based on a uniform electron gas (UEG) parametrization.

The RHF method predicts results quite close to those of
SOS-MP2 (with MAD under 5 kcal/mol). Many of the GGA
combinations, such as BLYP, B86LYP, GLYP, BOP, and
OPBE, perform worse. Using the long-range HF hybrids
BLYP-LC, BOP-LC, and GLYP-LC does not significantly
improve the MADs from SOS-MP2 over the corresponding
pure GGAs. However, the sign of the deviations changess
long-range hybrids show overbinding, while pure functionals
underbind (see for example BLYP in Figure 1). PBEsol and
KT3, as well as the dispersion-corrected PBE-D, also show
overbinding, as does the canonical MP2 method. The smallest
deviations from SOS-MP2 were obtained for double hybrids;
“repulsive” GGAs with DFT-D corrections such as BPBE-
D, OLYP-D, oBLYP-D, and B97-D; the hybrid B97 func-
tional; and the M06-family functionals. We note that B88
exchange improves when paired with PBE instead of LYP
correlation, while for OPTX exchange, the situation is
opposite.

The performance of the exchange functionals of the PBE
family, especially PBEsol, is poor compared to B88 and
OPTX. In this model system, the result might depend on
the accuracy of the description of acetylene by a given
method; since acetylene is a small, highly symmetric
molecule, one could expect poor performance for functionals
that do not do well for atoms, which is the case with PBE.

Figure 2. Mean absolute differences (MAD) for cyclophane
and polyhedrane isomerization, relative to SOS-MP2 com-
puted values, kcal/mol.

Ebind ) (1/n) × E(C2nH2n) - E(C2H2) (4)
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Thus, below, we will investigate isomerization and hydro-
genation reactions that involve large molecules only as
another way to assess the stabilities of the polyhedranes. But
first, we will look into the hydrogenation reactions for the
sterically strained compound 1a.

Energies of Hydrogenated Compound 1: C12H14 and
C12H16. The hydrogenation of compound 1a had been studied
theoretically in the original experimental work, employing
MP2 and B3LYP computations in a small basis set.7 The
authors have considered isomers 5a-5c; it was also shown
that the second stage of the hydrogenation leads preferentially
to compound 7. Considering isomers where some or all of
the cyclopropane rings are opened due to hydrogenation, we
can test whether the large deviations of the B88 + LYP
combination are due to the strain introduced by the small
cycles. To assess the relative energies, we have compared
them to an isomeric molecule, tricyclododecatetraene 1d in
different degrees of hydrogenation, and 6 and 8 (Scheme
3). We would like to avoid using the actual hydrogenation
process for the comparison, preferring to compare isomers.
Results are presented in Table 3. One can see that the trends
observed in our work (as well as in earlier publications by
other authors) for the relative energies of 1a and its isomers
hold for the hydrogenated species 5a-c and 7 as well: The
BLYP functional (as well as the very similar functionals
B86LYP, GLYP, and BOP but not OLYP and BPBE)
strongly underestimates the stabilities of the hydrogenated
derivatives of 1a. Even for compound 7, which has no
cyclopropane rings at all, there is a perceptible difference in
the performance of the different density functionals. Interest-
ingly, going from pure GGAs to the long-range hybrids
BLYP-LC and GLYP-LC removes the error. The double-
hybrid functional O2PLYP and the pure GGA KT3 perform
best among the functionals without dispersion corrections.
Overall, the trends in the MADs for different methods are
close to those for the isomerizations of polyhedranes 1a-4a,
which are considered in the following section.

Isomerization Energies of Compounds 1-4. We have
computed the relative energies of isomerization of our “base
reference compounds” 1b-4b into the two sets of corre-
sponding structures: polyhedranes 1a-4a and cyclophanes
1c-4c (considering 1c as similar to cyclophane). The
isomerization energies for 1a and 1b were published
previously.14,27,66 We note that isomer 1b is not the most
stable one studied by Csonka et al.66 The cyclophanes C16H16

(2c and 2d) were subjects of several theoretical studies88

thanks to their epitomizing of aromatic π-π interactions.89

The results for isomerization reactions by different meth-
ods are collected in Table 4. Our calculations display a very
distinctive feature of the performance of our computational
methods: the MADs for two sets (corresponding to the
reactions of 1b-4b to either 1a-4a or 1c-4c, respectively)
pictured in Figure 2 show that methods performing well for
the cyclophanes tend to do poorly for the polyhedranes, and
vice versa!

Let us first consider the cyclophanes. In contrast to the
results of the previous sections (1a and its hydrogenated
species) as well as the polyhedranes discussed below, the
worst method for the cyclophanes is RHF (Table 3; Figure

2), with a MAD of over 30 kcal/mol. This is followed by
the exchange-only functionals, with HFO being marginally
worse than HFB and HFG, which have MADs of about 24
kcal/mol. The B88 exchange combined with the local
correlation functionals, Wigner and PW92, also has large
errors of about 20 kcal/mol; the DFT parts of the double
hybrids (labeled O2PLYP(0) and B2PLYP(0), without the
PT2 term) perform about as poorly as the former, owing to
the large fraction of RHF exchange and the smaller portion
of GGA correlation they contain. Next, this is followed by
all of the “repulsive” GGA combinations such as OLYP,
BOP, BLYP, B86LYP, and GLYP. Interestingly, the long-
range hybrids do not improve the performance of these
functionals significantly. The reoptimized functional oBLYP
without the DFT-D correction is slightly better than the
original BLYP but still underestimates the stabilities of the
cyclophanes with a MAD of over 13 kcal/mol. Better
performance is observed with the softer functionals (PBE
family, M06-L, KT3, double hybrids with the PT2 term
included) and for DFT-D corrected functionals, including
Grimme’s B97-D and B2PLYP-D and oBLYP-D. The
PBEsol functional is better than the original PBE (in
agreement with previous reports by Csonka et al.66). BPBE-D
is again one of the best exchange-correlation combinations.
MP2 overbinds compared to SOS-MP2.

A general conclusion can be reached that the stabilities
of the cyclophanes are governed by the “normal” dispersion
interactions that are dominated by correlation energy, with
exchange being relatively unimportant. It was suggested71

that GGA exchange functionals have some contribution of
the “left-right” correlation energy that is absent in the
Hartree-Fock method; thus stand-alone exchange functionals
perform slightly better than the Hartree-Fock method. The
importance of the π-π correlation in cyclophanes was also
previously noted by Grimme.35 He termed the interactions
“overlap-dispersion” and noted the poor performance of RHF
as compared to SCS-MP2.

Let us consider the absolute values first for the polyhe-
dranes 1a-4a. The isomerization of 1a to the dimethyl-
naphtalene 1e is a highly exothermic process according to
all of the methods we have used. Thus, while 1a can be the
most stable isomer of (CH)12, it certainly is not the most
stable C12H12 compound. Trends in the isomerization energy
from 1a to our reference 1b are very similar to the tricyclo-
dodecatetraene 1d that was used as the standard for the
hydrogenated species 5a-c and 7; this confirms that both
“standard” molecules are not pathological cases for DFT and/
or MP2.

One important finding is that, similar to the hydrogenated
5a-c and 7, the polyhedranes with larger basal rings (3a
and 4a, which are free from the anglar Bayer strain present
in 1a and 2a) still show a similar picture of differences
between the various density functionals: the BLYP, B86LYP,
and GLYP combinations have larger errors than BPBE and
OLYP; the DFT-D correction is insufficient to amend it.
Interestingly, the optimized oBLYP functional, even with
the DFT-D correction applied, has errors for polyhedrane
stabilities that are smaller than the original BLYP but are
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still significant, despite the fact that [D3d]-octahedrane 1a
was included in its training set.63

For the polyhedranes 1a-4a, the isomerization energies
are totally different from the ones for the cyclophanes, as
was pointed out above already. By far, the largest differences
with the SOS-MP2 isomerization energies, with a MAD of
almost 70 kcal/mol, are given by the stand-alone B88
exchange, HFB. HFG fares only slightly better. The com-
binations of B88 exchange with the local correlation func-
tionals, BW and BPW92, do not do well; the stand-alone
OPTX-exchange HFO functional has a much smaller MAD
of about 40 kcal/mol, comparable to the B86LYP, BLYP,
GLYP, and BOP functionals. The latter functionals, along
with oBLYP-D, perform worse than the RHF method (MAD
of 22.1 kcal/mol). The double-hybrid B2PLYP functional
and the B97-D functional have larger MADs than OLYP
(15.3 kcal/mol). The TCA functional, which combines PBE
exchange with a new Colle-Salvetti based GGA correlation
functional, performs similarly (i.e., quite poorly) to the BLYP
and GLYP functionals, despite the less repulsive character
of the PBE exchange.

Using PBE correlation with OPTX exchange instead of
LYP decreases the accuracy. The MADs for PBE and PBEsol
are very close. However, the former systematically overes-
timates the reaction energies as compared to SOS-MP2, while
the latter underestimates them (i.e., makes them more
negative). Generally, application of the DFT-D correction
for the “repulsive” functional reduces the MADs for the
isomerization energies.

In contrast to the cyclophanes, for the polyhedranes,
inclusion of the long-range HF corrections to the BLYP,
GLYP, and BOP functionals dramatically improves their
performance, to the extent that their results rank among those
closest to the SOS-MP2 values. The OPTX-based double
hybrid, in contrast to B2PLYP, performs very well also.
Among the pure, uncorrected GGAs, the KT3 functional is
the best, which makes it one of the few methods performing
reasonably well for both the polyhedrane and cyclophane
sets.

The popular global hybrid B3LYP, while more accurate
than the pure BLYP functional, still has quite large errors
for the cyclophanes and unacceptably large errors for the
polyhedrane stabilities. For both series, it is outperformed
by the newer power series B97 hybrid functional that includes
a gradient corrected PW92 correlation part. It is interesting
that the C-Pot modified B3LYP-C performs much better for
the polyhedranes and especially well for the cyclophanes.

Summarizing the results for the polyhedrane series, we
conclude that the higher MADs for some combinations,
including the B88, B86, and G96 functionals, stem from large
errors in the exchange functionals. Some of the GGA
correlation functionals, such as the PBE correlation func-
tional, can compensate the errors in the exchange, yielding
successful combinations like BPBE; other functionals like
LYP and OP do not yield this error compensation. The OLYP
combination is better because the OPTX exchange has
smaller errors than B88 and the like. The error seems to be
related to the behavior of the DFT exchange in the long-
range region, because application of range-separated hybrids

like BOP-LC where the long-range exchange is represented
by the Hartree-Fock method fixes the problem.

Discussion

Previously, using relaxed PES scans for hydrocarbon colli-
sion (methane to neopentane), we27 (as well as others, on
similar systems60) have shown that GGA functionals, uncor-
rected for the dispersion, are too repulsive; they can be
arranged in the following way: OLYP > BLYP > B3LYP >
BPBE > PBE > PBE1, MP2 > VWN5, in decreasing order
of repulsiveness. Here, MP2 and VWN5 actually show
overbinding. This statement requires a qualification; it was
shown60 that the character of the enhancement factor F(x)
of the exchange functional (eq 2) is responsible for the
nonbonded interactions. For LDA exchange, F(x) is constant;
this leads to incorrect (different from the HF method) scaling
and to spurious attraction at large interatomic distances,
where the values of the reduced density gradient are high.
Functionals that have F(x) converging to a constant at large
x show the same long-range overbinding; in order to get rid
of it, F(x) must have the “correct asymptotic behavior”
(which, on the other hand, seems to contradict the Lieb-
Oxford bound; see discussion in ref 72 and references
therein). Of the functionals tested in our present work, G96
has the strongest dependence F(X) ∼ x3/2; then comes B88.
The authors of ref 90 have shown that the optimal F(x)
scaling is ∼x2/5, which held for the old P8691 GGA exchange
functional. The rest of the exchange density functionals used
in our work, including OLYP, are bound. However, at
medium interatomic distances, the value and slope of F(x)
for intermediate values of x are important; here, the OLYP
functional, which shows overbinding at large x, provides the
strongest repulsion (which can be seen from Figures S1 and
S2 of the Supporting Information). Since problems such as
alkane intermolecular interactions fall into medium-range
interatomic distances, one can say that OPTX is the most
repulsive functional, followed by G96 and then B88. Let us
now see how the repulsive character of these functionals
affects the results for our model systems.

The dodecahedrane 3 has no small rings. However, it has
angles around its carbon atoms of about 108.0°, which is
lower than in free tertiary carbonssabout 111° for isobutane.
We have calculated deformation energies of the latter,
optimizing its geometry with all CCC angles fixed to 108.0°.
Results for selected GGA methods and MP2 are collected
in Table S1 of the Supporting Information. The results show
that the deformation energies for the isobutene are in line
with the “repulsiveness” of the methodsthat is, they are
highest for OLYP and lowest for VWN5 and MP2; the BLYP
and B3LYP values are lower than those of OLYP. Therefore,
the underestimation of the stability of dodecahedrane by
BLYP and B3LYP cannot be ascribed to the angular
deformation energies.

One can also observe that for polyhedranes 1a-4a, due
to their cage nature, all of the C-C dihedrals are in the
eclipsed conformation. For that reason, a considerable sterical
strain related to dihedral (1,4) interactions is present.4,38 Thus,
to check whether the differences of the stabilities of these
hydrocarbons are related to the description of the 1,4
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interactions in saturated hydrocarbons, we have calculated
the energy differences for n-butane in its trans and cis
conformations (the latter being the rotational transition state).
Results, again for the selected methods, are provided in Table
S2 of the Supporting Information; they seem to show that
for the 1,4 interactions, as well as for the 1,3 interactions
described above, the order of the functionals follows their
repulsiveness (OLYP > BLYP > PBE . VWN5), and the
dispersion correction affects the results by stabilizing the cis
conformer. Thus, the destabilization of the polyhedranes by
BLYP as compared to OLYP probably cannot be explained
by 1,4-nonbonded interactions similar to the ones in n-butane.

As was noted above, the enhancement factor F(x) for the
B86, B88, and G96 functionals differs at large values of x
(see Figure S2, Supporting Information): while for B86, it
converges to a limit, for G96, it diverges rapidly, and B88
shows intermediate behavior. But for small values of x, these
exchange functionals are very similar to each other (and
different from the OPTX functional). Since these functionals
show very close results for the systems under study, the
problems of polyhedrane stabilities can be ascribed to the
small, not the large, values of the reduced density gradient.
As the results show, the problems of the B86, B88, and G96
functionals with the description of polyhedranes can be fixed
by matching them with the PBE correlation functional, but
not with the LYP or OP ones.

An interesting question arising from this discussion is the
following: why is the PBE correlation functional able to
compensate for the B88 (B86, G96) errors, and why is this
not happening for the LYP and OP functionals? The latter
functionals are based on the Colle-Salvetti formula, while
the former depends on the Perdew-Wang parametrization
of the UEG correlation energy. Thus, various UEG limits
are upheld by PBE but not by LYP. Both LYP and OP are
also free from correlation self-interaction errors (i.e., yield
zero correlation energy for a one-electron system), while PBE
is not. Also, implicitly in LYP, and deliberately in the OP
correlation functional, opposite-spin and same-spin correla-
tion energies are treated differentlysin the OP functional,
in fact, the same-spin correlation term is not present; that is,
it is said to be described by the matching exchange
functional.

It was noticed in the literature92 that the Colle-Salvetti
(CS) approach, while working well for atoms (however, see
a recent study on the heavier atoms53), underestimates “long-
range” correlation that might be important for extended
systems. UEG-parametrized correlation functionals such as
PBE have a long-range correlation hole, which is said to be
canceled by the exchange hole at long distances. The
cancellation then does not happen if an exchange functional
such as B88 is combined with a CS-based correlation
counterpart.

It can be noted that reoptimization of the BLYP param-
eters, like the one done for the oBLYP-D functional, though
resulting in some improvement, does not change the picture
dramatically. Related functionalssthe much simpler G96 and
the earlier version, B86, that differs in its asymptotic behavior
from B88sperform quite similarly. Interestingly, the original
hybrid power series B97 functional performs much better

than B86LYP, BLYP, and B3LYP. The reason could again
be that B97 has a correlation part that is based on UEG
(PW92 functional,44 with B97 gradient corrections, and
different scaling of the same-spin and opposite-spin contribu-
tions).

Conclusions

The saturated cage molecules of the “polyhedrane” family
(CH)n, n ) 12, 16, 20, 24 (1a-4a), were studied with a
systematic variation of DFT exchange and correlation
functionals and compared against the MP2 methods. The
values computed with the SOS-MP2 method were used as
the main reference. The stabilities of 1a-4a were assessed
by two methods: using the energies of formation from the
acetylene (CH)2 and by comparison with isomeric molecules
chosen not to be problematic for DFT. For comparison,
isomeric cyclophanes were considered, as systems with well-
studied nonbonded intramolecular interaction patterns.

To our knowledge, polyhedranes (CH)16 and (CH)24 have
not yet been synthesized, whereas (CH)20 and (CH)12 are
known. Our computations predict that the stability of the
former two molecules lies between those of the latter two.
Thus, 2a and 4a could possibly be reasonable targets for
synthesis.

The previously reported large discrepancies in the results
of BLYP and B3LYP for 1a cannot be explained by the
angular strain or the presence of cyclopropane rings: our
calculations have shown that hydrogenated derivatives of 1a
where the rings are opened show similar differences between
the DFs; moreover, we have shown that dodecaedrane 3a,
which is free from the angular strain, exhibits the same
problems with the B88 and LYP combination as does 1a. In
fact, throughout the entire polyhedrane set, the trend of the
discrepancies of the DFT results compared to SOS-MP2 is
similar.

The performance of density functional methods for the
two sets, the polyhedranes and the cyclophanes, differs
strongly. Methods that did well for one set often performed
poorly for the other. For the cyclophanes, the correlation
energy (long-range van der Waals dispersion and “overlap
dispersion”, π-π correlation) is the determining factor of
their stabilities: the more important, the closer the unsaturated
rings get in the series 1c-4c. For the polyhedranes, the errors
in stability stem from the exchange functional, especially in
the long-range region. A systematic study of stand-alone
exchange functionals and their combinations with various
correlation functionals shows that errors are much larger for
the B88 and G96 functionals than for OPTX exchange. For
the former two, the UEG-based PBE correlation functional
somehow allows for error cancellation, while the Colle-
Salvetti based LYP and OP correlation functionals fail to
do that. Simple adjustment of the parameters of BLYP, as
in the oBLYP-D functional, is insufficient to completely fix
its performance. We propose that the difference is due to
the ability of the UEG-based GGA correlation functionals
to include long-range correlation effects that are absent in
the Colle-Salvetti family of functionals.

For the polyhedranes, good results can be achieved by
using long-range hybrids like BLYP-LC or BOP-LC. Among
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the pure GGA functionals, the KT3 functional shows good
performance on both sets of molecules.
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Abstract: At pH 7, amorphous silica has a characteristic negative charge due to the
deprotonation of silanol groups on the surface. Electrokinetic phenomena and transport of
biomolecules in devices depend sensitively on the surface morphology, distribution of ions and
solvent, and adsorption properties of solutes close to the surface in the electrical double layer
region. Hence, simulation of these phenomena requires detailed atomistic models of the double
layer region. In this Article, we extend our undissociated silica surface model [J. Phys. Chem.
B 2007, 111, 11181-11193] to include dissociated Si-O- groups, which interact with both water
and salt (Na+ and Cl-). We have also conducted ab initio molecular dynamics (AIMD) simulations
of a smaller system consisting of a hydrated silica slab. The radial distribution functions predicted
by the empirical model are in qualitative agreement with those from the AIMD simulations. The
hydrophobic and hydrophilic nature of silanol-poor and silanol-rich regions of the amorphous
silica surface observed in our empirical model is reproduced in the AIMD simulations of the
smaller slab. In the initial stages of our AIMD simulations, we observe various chemical processes
that represent different hydroxylation mechanisms of the surface.

1. Introduction

Interfaces between amorphous silica and water are ubiquitous
in chemical, biochemical, and environmental settings.1,2 The
strong interactions between silica, water, and adsorbates, such
as biomolecules,3 make the amorphous silica surface an
important and challenging system to model. These strong
interactions between silica and analytes are often exploited
in chromatographic applications.4,5 The interaction of silica
and biomolecules is important in several arenas. Silica-DNA
interactions are the basis of a standard purification scheme
for nucleic acids6,7 and novel microfabricated device
applications.8,9 There has been recent interest in using silica
nanochannels to stretch and sequence DNA.10,11 Silicates and
silica exhibit widely varying health effects, with considerable
effort devoted to elucidating mechanisms of toxicity.3,12 The
importance of biomolecules at the water-silica interface in

a variety of situations has prompted a number of fundamental
investigations of the interactions of silica with nucleic
acids13-19 and proteins.20-23 In addition to devices fabricated
from silica, the amorphous silica-water interface is important
in silicon-based devices where silicon acquires an oxide
coating in contact with aqueous solution.24,25 At all but the
lowest pH values, a silica surface in contact with water is
negatively charged. Electrochemical and electrokinetic func-
tion of numerous practical devices depends not only on the
overall surface charge, but also on the detailed microscopic
properties of the silica-water interface. This is because the
driving force for electroosmotic flow (EOF), even in fluidic
channels of large dimension, originates in the electric double
layer,26 the region of excess charge in the fluid that
compensates the surface charge. Most of the excess charge
of the double layer is typically located within a nanometer
from the surface. There is a need for interaction potential
models that can describe this region with some realism, and
yet will be tractable for simulations that cover large spatial
and time scales.
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Recently, we have developed a model for the undissociated
amorphous silica interface.27-29 In this Article, we describe
an extension to that model to include dissociated silanol
groups on the surface. The negative charge that develops at
the water-silica interface arises from the deprotonation of
silanol groups. As one illustration of the applications of this
work, we have recently applied the model described herein
to study electrokinetic phenomena.30 Using nonequilibrium
molecular dynamics (MD) simulations of aqueous solvent
containing Na+ and Cl- ions near a realistically modeled
surface, we have critically evaluated the classical Gouy-
Chapman-Stern model31-34 and the dynamic Stern layer
model,35-43 used extensively to account for surface ion
conduction. The heat of immersion calculated with our model
for the undissociated surface is in good agreement with
available experimental data.28 Silanol densities typical of
common silica materials naturally arose in our annealing and
hydroxylating procedure.28 Further calibration of the ac-
curacy of this model, as extended in this work, is supplied
in the form of comparisons with ab initio molecular dynamics
(AIMD) simulations.

Feuston and Garofalini44,45 have developed an empirical
potential for the water-amorphous silica interface. In their
model, which has been applied and extended,46-49 the
silicon, oxygen, and hydrogen atoms are not fixed to any
molecular unit such as a silanol or water group, but instead
can spatially evolve over the course of the simulation based
on the interaction potential. Garofalini and co-workers have
recently developed an improved dissociative water potential
for molecular dynamics simulations50 and have applied it to
study the chemisorption of water on silica surfaces, yielding
important insights into the surface chemistry of water near
silica.48,49,51,52 To our knowledge, the applicability of this
model to dissociated silica surfaces has not been assessed.
Rustad and Hay53 have also developed a dissociated model
that yields reasonable acid dissociation energies for ortho-
silicic acid in the gas and aqueous phase. The applicability
of this model for very large-scale simulations needed for
device applications is however limited. Extending previous
work for silicon/silicon oxide systems,54 van Duin and co-
workers have developed a dissociating force field for the
silica-water system55 using the ReaxFF force field method.56

Schulten and co-workers57 have quite recently developed
an empirical potential for the water-amorphous silica
interface. Their model is exclusively for water interacting
with a rigid silica prepared using other models. Their
intended fitting procedure was to choose interaction param-
eters to match the water contact angle reported for quartz
surface as a function of the degree of hydroxylation.58 The
parameters for their surface without silanol groups were
adjusted to reproduce the water contact angle for the
corresponding quartz surface. Schulten and co-workers report
that their model could not reproduce the experimental contact
angles of Lamb and Furlong58 for any finite degree of
hydroxylation. However, contact angle measurements at low
degrees of hydroxylation are difficult because the dehy-
droxylated surface rapidly reacts with water, and other
measurements report very different contact angles for de-
hydroxylated silica.59 Jenkins and co-workers60-62 simulated

amorphous silica nanoparticles in water starting with initial
configurations obtained from DMOL363 calculations. The
simulation was then continued using empirical potentials
from the OPLS-AA force field64 and borrowed from a
simulation of the quartz surface.65 Puibasset and Pelenq have
modeled the adsorption of water in mesoporous silica from
submonolayer coverage to saturation pressures using grand
canonical Monte Carlo simulations.66-70 Treatment of quartz
surfaces involves similar atom types, but as compared to
silica is considerably simplified by the regularity of the quartz
surface. MacKerell and co-workers71 have developed a model
for the quartz-water interface, which is not designed to
characterize dissociated silanol groups. Freund72 and Qiao
and Aluru73,74 have studied electrokinetic transport in
electrokinetic channels where the negative charge is distrib-
uted on Lennard-Jones wall particles. In these simple models,
the heterogeneity and surface roughness are not captured.
Aluru and co-workers have also performed similar studies
for the interface between water and a more realistic,
electrically neutral quartz surface.75 Lorenz et al.76,77 have
employed a modified version of the silica-water potential
developed by Schulten and co-workers57 to study charge
inversion in the presence of divalent cations and electroki-
netic phenomena associated with mono- and divalent cations.

In addition to developing an empirical potential, we have
used ab initio molecular dynamics (AIMD) simulations in
this work, to test several features of our empirical model,
including the strong variability in relative hydrophobicity/
hydrophilicity78 with surface silanol density reported in our
earlier work.27,28 The physisorption and chemisorption of
small numbers of water molecules near silica has also been
examined previously by ab initio methods. Physisorption has
been studied using quantum chemical fragment calculations
by Saengsawang et al.81 Cheng et al. studied the reaction of
an SiO2 molecule in a cluster with up to six water mol-
ecules.82 Sutton and co-workers have studied the hydroxy-
lation mechanisms of different silica clusters with ab initio
optimization methods using DFT.83 These calculations shed
important insight into the activation barriers for chemical
reactions between water molecules and silica clusters,
although thermal effects are not included in these calcula-
tions.83 Similar types of calculations have recently been
performed by Konec̆ný and Doren84 and Ugliengo and co-
workers.85 With an eye toward dissolution of silica, Criscenti
et al. studied the reaction of a silanol-containing cluster with
a hydronium ion in the presence of four water molecules.86

Ma et al.87 have conducted ab initio MD simulations of water
near different defects found in silica clusters and find that
several waters are needed for the hydroxylation mechanisms
they observe. More recently, Hamad and Bromley88 have
conducted longer thermal ab initio simulations to study the
hydroxylation mechanisms of nonbridging oxygens (NBOs),
oxygen atoms that have a single covalent bond to a silicon
atom, in small silica clusters. These results suggest that the
NBOs are a negatively charged, closed-shell species, whose
hydroxylation is quite sensitive to the surface morphology.
Du et al. have investigated the reaction of one or two water
molecules with an amorphous silica surface using QM/MM
techniques,89 yielding information about the initial steps of
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silica surface hydroxylation. Ab initio molecular dynamics
have been used to study the reactions of water with the
amorphous silica surface by Masini and Bernasconi90 and
Mischler et al.,91 and the pKa of silanol groups on crystalline
silica surfaces by Leung et al.92 Tielens et al.93 initiated an
AIMD simulation of a hydroxylated silica slab using a
starting point from Garofalini’s empirical potential models
and studied the surface structure, making detailed compari-
sons with experiment. They calculated the deprotonation
energy of silanol groups and the binding energy of individual
water molecules. Trilocca and Cormack have reported AIMD
studies of liquid water near the related water-bioglass
interface,94 and Leung et al. have reconstructed the bonding
arrangement on crystalline silicate surfaces to mimic the
amorphous surface.92 To our knowledge, ab initio molecular
dynamics of the amorphous silica-water interface, along the
lines of what we provide in section 3, have not been reported.

We have performed AIMD simulations on a small
hydrated silica slab in which one surface does not contain
silanols and the other surface contains several silanols, one
of which is dissociated. The relative wetting properties of
silanol-rich and silanol-poor regions are confirmed, although
the AIMD system was too small to quantitatively compare
radial density distributions. We also compared AIMD and
empirical results for a single orthosilicic acid molecule in
water. Our potential was not designed to fit the properties
of orthosilicic acid, but at least the comparison is much more
direct because the size of the silicate system is not an issue.
We find that the number of waters in the first and second
solvent shells compares well for orthosilicic acid, although
the radial densities of waters surrounding the silanol groups
of orthosilicic acid are more structured in the AIMD
simulations. A direct comparison between AIMD and
empirical potential results is clouded by several factors. The
empirical potential simulations of a silica surface encompass
much more surface variability than the smaller, AIMD
system. A further limit on our ability to benchmark our
empirical potential with AIMD is the limitation on the
accuracy of currently available density functionals and
the numerical methods available for their implementation.
The BLYP95,96 and PBE97 functionals, as normally
implemented, lead to overstructuring of the water, lead
to peaks in the radial distribution function of liquid water
that are too high and narrow, and underestimate the
diffusion constant.98-100 The degree of overstructuring is
sensitive to the details of the implementation and system
size.100 Lee and Tuckerman have shown that very accurate
basis sets are needed to converge liquid state properties,101,102

including the diffusion constant.103 Exceptionally large
charge-density cut-offs are needed to obtain a converged
water density.104

In section 2, we describe the potential form that is used
to model our interface between the dissociated silica surface,
water, and salt. Within this section, we provide all the
parameters of the model for the use of interested readers.
We also compare the quality of our empirical potentials to
the ab initio quantum chemistry cluster calculations that are
used to generate our potentials. A comparison of some
properties from the ab initio MD simulations on the smaller

system to those predicted from our empirical model is
reported in section 3. We also describe specific chemical
events that occur during the first few picoseconds of our
AIMD simulations. Finally, we end with a conclusion in
section 4.

2. Development of a Model for Dissociated
Amorphous Silica

2.1. Formulation of the Potential. Our goal is to model
the amorphous silica/water interface using a computationally
inexpensive model with sufficient realism to capture essential
features of the electrical double layer, electrokinetic phe-
nomena, and adsorbate binding. These phenomena require
simulations that extend to large spatial and temporal scales.
Models that can describe surface chemistry, either so-called
dissociating potentials44-46,53,105-107 or AIMD methods, are
extremely valuable, but they are not sufficiently tractable for
the large-scale calculations we envision. The chemical bond
structure will be fixed in the model we propose, although
the surface is not constrained to be rigid. For example, the
equilibrium between undissociated and dissociated silanols
will not be dynamic. For many purposes, the effects of the
chemically diverse features of the silica surface can be
captured by a distribution of various species on a surface of
sufficient size, or a collection of different surface realiza-
tions.108

Like our empirical potential for the undissociated amor-
phous silica surface,27-29 our model for the hydrated
dissociated amorphous silica surface extends the BKS model
for bulk silica109 and SPC/E model for water110 to describe
the water-silica interface. Hence, the bulk silica and water
regions are described by models that have been tested in a
variety of physical situations. The BKS and SPC/E potentials
succeed in describing physical properties of silicates, both
crystalline and amorphous, and water, respectively, but they
also have limitations. Among the limitations, especially for
the BKS model, is unrealistically large partial charges, which
are in place to mimic other physical effects. Concern about
the large partial charges was a major motivation for us to
compare with AIMD results. The simplicity of these models
is both a virtue and limitation: a virtue in the sense that large-
scale simulations are possible, but a limitation in that, even
with the extensions put in place for surface species, the
functional form cannot fit all the available data obtained in
fragment ab initio calculations.

In keeping with the BKS model,109 all silicon and oxygen
atoms of the silica are assigned charges of +2.4 and -1.2.
The BKS potential is a sum of pairwise Coulomb and
Buckingham (exponential repulsion + r-6 attraction) interac-
tions. To avoid excessive overall attraction between water
and our undissociated silica surface, we found it necessary
to distinguish between silanol-type and siloxane-type oxy-
gens, for the short-range potentials.27,28 As shown before,
an acceptable fit to ab initio data could be achieved with
these fixed charges28 for the water-silanol clusters. Charge
neutrality of the undissociated surface requires that the charge
on hydrogen atoms be +0.6. In principle, it is possible to
introduce silanol groups on the surface with different partial
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charges from those used in the BKS potential. In the
dissociated surface model, we have added a dissociated
oxygen type, O-, to include dissociated groups on the
surface. The charge of the O- group was required to have a
value of -1.6 to maintain a net charge of -1 for each
dissociated silanol generated in our simulations.

Without adjusting the charge on silicon atoms, the partial
charges on silanol oxygen and hydrogen atoms could be
adjusted away from their BKS values of -1.2 and +0.6,
respectively, as long as their sum is kept at -0.6, required
to maintain charge neutrality of the undissociated surface.28

Further adjustment of the silanol group partial charges, or
modification of the O- charge, would require distinguishing
surface silicon atoms with charges different from interior
silicons. However, retaining the BKS charges for all atoms
greatly simplifies the construction of the hydroxylated
amorphous silica (section 3.2) because the atoms that will
eventually anneal to surface positions after cleavage of pure
silica are not known in advance. Furthermore, it should be
noted that it is the sum of the Coulomb and short-range
interactions (Buckingham or Lennard-Jones) that is ultimately
fit to ab initio quantum chemistry calculations. While realistic
partial charges are desirable, it is possible to compensate
the unrealistic BKS partial charges with other parts of the
complete interaction potential.

As mentioned above, our potential is designed to maintain
a given bonded configuration, and not to predict making or
breaking of chemical bonds. In some cases, the model has
to be extended to prevent unintentional, and sometimes
unphysical, bond formation driven by strong Coulomb
interactions. Our potential for the undissociated surface
included 3-body components that prevented the hydrogen
atoms of silanols from binding to more than one oxygen
atom.28 We refer to these components as “blocking poten-
tials”. After the introduction of O- groups, thermal simula-
tions without the additional blocking potentials yielded
species where the dissociated oxygen group (O-) formed
new bonds, either bonding to more than one silicon,
mimicking a newly formed siloxane bond, or forming another
(unphysical) species where the dissociated oxygen is di-
valently bonded to a silanol hydrogen and a silicon atom.
We introduced two blocking potentials in addition to those
used for the undissociated surface, given in eqs 1 and 2,
which stabilized the chemical bond structure.

Equation 1 is a 3-body interaction between the O- of a
dissociated silanol group (OD) and two Si atoms (Si, Si′).
Equation 2 is a similar potential involving a Si atom, O-,
and the hydrogen of a nearby silanol group. The values of k
and F in eqs 1 and 2, which control the strength and range,
respectively, of the 3-body blocking potentials are given in
Table 1.

Because the BKS potential109 consists of Buckingham
potentials between the oxygen atoms, we also included three
other Buckingham interaction potentials between each pair

of O- groups, a silanol oxygen and O- group, and finally
an O- and siloxane oxygen. The total silica interaction
potential including dissociated groups on the surface is now
of the following form:

While Buckingham potentials are often used to describe
inorganic solids like silica, Lennard-Jones potentials

are commonly used for water, as for SPC/E, ions in water,
and biomolecules. Because we need to interface with
common force fields, we employed Lennard-Jones potentials,
denoted by the symbol “LJ”, for the salt, water, and silica
interactions described below. The procedure used to fit the
potentials and the quality of fits are described in the following
section. The Lennard-Jones potential parameters are collected
in Table 2.

In Table 3 are obtained the parameters A, F, and C6 by
fitting the ab initio data to a Buckingham potential of the
form:

The Buckingham potential as shown in eq 6 has an
unphysical maximum at small r, and then plunges to -∞ at
even smaller r. It is thus standard to modify the Buckingham
potential to eliminate the unphysical maximum and make it

uSiODSi(rSiOD
,rODSi′) ) k exp[-F-4(rSiOD

4 + rODSi′
4 )] (1)

uSiODH(rSiOD
,rODH) ) k exp[-F-4(rSiOD

4 + rODH
4 )] (2)

Table 1. Interaction Parameters for the 3-Body Potentials,
Eqs 1 and 2

atom triplet k (eV) F (Å)

Si-OD-Si 1000.000 1.6
Si-OD-H 100.000 1.6

Table 2. Pairwise Lennard-Jones Parameters, Eq 5

ion/atom pair ε (eV) σ (Å)

Na+-OW 0.005406 2.8760000
Cl--Si 0.010823 3.8805759
Cl--OW 0.005406 3.7840000
Cl--Na+ 0.004336 3.4920000
Cl--H 0.006378 3.6253307

Table 3. Pairwise Buckingham Potential Parameters, Eq 6

atom pair A (eV) F (Å) C6 (eV Å6)

Si-OD 13 536.40 0.219247 128.344
OD-OD 1388.773 0.3623188 175.0000
OD-H 5907.000 0.1254160 0.0000
OD-OW 6533.490 0.284692 336.7540
OD-HW 70.795 0.306200 0.0000
Na+-OH 5151.600 0.2725004 60.44529
Na+-OX 5151.600 0.2763590 60.00000
Na+-OD 40 286.40 0.2133588 70.40000

U ) Upair + U3-body (3)

Upair ) ∑
i)2

N

∑
j)1

N-1 (qiqj

rij
+ uij(rij)) (4)

uLJ(r) ) 4ε[(σ
r )12

- (σ
r )6] (5)

uB(r) ) Ae-r/F -
C6

r6
(6)
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smoothly repulsive at small r. Details of the small r patch
are described in our previous work.28

For the convenience of those wishing to use the potentials,
the final parameters forming the interaction potentials Upair

and U3-body for the extension of our undissociated surface
are collected in Tables 1-3. Readers are referred to our
previous work for the other interaction parameters that were
unchanged in modeling the dissociated surface.28,29 In the
tables, the subscript “X” refers to oxygen types that are not
connected to hydrogens but different from dissociated types
(i.e., O-), the subscript “D” refers to oxygen types that are
dissociated, and the subscript “H” refers to oxygens that are
part of silanol OH groups.

2.2. Parameter Adjustment To Match Ab Initio
Data. Using fragments excised from a silica surface, ab initio
quantum mechanical calculations were performed from which
we fit our empirical potentials. As in our previous work,28

the parameters of empirical potentials are adjusted to match
ab initio data generated for coordinate grids. This section is
devoted to describing the quality of the match between our
empirical potentials and ab initio data. The Born-Oppen-
heimer energy surface was obtained using MP2 perturbation
theory111-115 to account for electron correlation. We use the
6-311++G** basis set, and all electronic structure calcula-
tions were performed using Gaussian 03.116

2.2.1. Dissociated Groups. The potential for the dissoci-
ated groups Si-O- consists of a single Si-O- Buckingham
plus Coulomb interactions. The Si-O- distance in the

fragment shown in Figure 1a is varied between 0.7 and 4.0
Å, and the resulting energies are used to fit the Buckingham
potential form. The quality of the fit for the Si-O- stretch
is shown in Figure 1b.

As indicated earlier, we found that thermal simulations
without blocking potentials yielded configurations as seen
in the left panel Figure 2 where an O- is divalently bonded
to two silicons. We also found that the hydrogens of silanol
oxygens can transfer to dissociated oxygens during the
simulations as seen in the right panel of Figure 2. In this
defect, the hydrogen on the dissociated oxygen group
originated via the deprotonation of the silanol oxygen shown
in translucent red. Our model is not intended to capture
realistic deprotonation and protonation of oxygen species on
the surface. To prevent new chemical structures from forming
on the surface, we inserted 3-body blocking potentials as
described in eqs 1 and 2. These were not fit to ab initio data.
Instead, the parameters were adjusted by trial and error until
these defects no longer occurred. Our potential form also
includes the BKS Buckingham potential between the dis-
sociated oxygen type and all other oxygens and silicon atoms
of the silica surface to ensure that the surface bond structure
remains intact.

2.2.2. Water-Dissociated Silica Interactions. The water-
dissociated silica potentials were fit using a path of approach
for a water molecule near a dissociated group shown in the
left panel of Figure 3. The water-dissociated oxygen separa-
tion was varied from 1.8 to approximately 13 Å to obtain a

Figure 1. Fitted (solid line) versus ab initio energies (b) for (b) Si-O- stretch for fragment shown in (a).

Figure 2. Left panel shows the formation of a two-membered ring involving a dissociated oxygen that is divalently bonded to
two silicons. The dotted white arrow points in both cases to the dissociated oxygen involved in the interaction. In the right panel,
the dotted yellow arrow shows the hydrogen that originates from one of the hydroxyl groups of a geminal silanol pair, which are
attached to the same silicon atom.
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comprehensive sweep of the potential energy surface. The
water geometry was fixed to that of the SPC/E model110 and
was not allowed to relax as it approached the dissociated
silanol. This scheme is similar to our design of a potential
between water and undissociated silanols, for which the
reader is referred to our previous work.27,28

In most common water-water and water-ion potentials,
only the water oxygen carries a non-Coulombic interaction,
like a Lennard-Jones potential. The potential surface for these
common water potentials contains basins where the potential
diverges to -∞ when a hydrogen is superimposed on an
oxygen. These unphysical regions are never discovered in
simulations. However, the dissociated silanol oxygen carries
a large negative charge, and the attractive Coulomb infinity
was discovered in preliminary simulations. We found it
necessary to include an exponential repulsive Buckingham
between the dissociated oxygen and water hydrogen (OD-HW

potential).
To test the transferability of our water-dissociated silica

potential to another path of approach, a water molecule was
brought toward a dissociated oxygen shown in the right panel
of Figure 3. Ab initio calculations indicate that path 1 (Figure
3) is the more favorable path for approach of a water to a
dissociated silanol. We were not successful in reproducing
this feature in our empirical potential using the available
flexibility in the Buckingham + Coulomb form of our
potential, together with the many constraints on partial
charges (BKS charges for silica Si and O, SPC/E charges
for HW and OW). Figure 4 shows all the ab initio energies
for the two paths of approach, and the predictions of our

empirical potential for each of these paths. Rather than “split
the difference”, we chose to fit the ab initio results along
path 1 because preliminary simulations indicated that the
binding geometry of path 1 was preferred, even when the
most stable orientation of an isolated water was the bifurcated
structure of path 2. This tendency is confirmed for the final
form of the potential. Figure 5 shows the distribution of the
angle between the vectors OW-OD and OW-HW for waters
within 3.5 Å of each O- group on the dissociated surface.
These results show that in the thermalized simulations the
cosine of the angle of one of the two water hydrogens is
close to 1, and hence path 1 is the most likely orientation
on the surface despite the fact that our empirical potential
predicts a higher binding energy for a single water molecule
along path 2. In Figure 5, there is a second peak near cos θ
) -1/3 for the hydrogen not hydrogen bonding to the
dissociated oxygen. The inset in Figure 5 reveals a very small
peak corresponding to the bifurcated structure.

2.2.3. Na+ and Cl- Silica and Water Interactions. Initial
simulations indicated that the Na+ ions can strongly interact
not only with dissociated silanols, but also silanol and
siloxane oxygens. For this reason, we selected fragments
from our simulations with and without a dissociated silanol,
where a Na+ ion interacts with all species to generate
empirical potentials for these interactions.

Shown in Figure 6 are the three fragments that were used
for the ab initio calculations. The first fragment consists of
a sodium ion interacting with a single dissociated oxygen
and siloxane oxygens. The second fragment consists of a
sodium ion interacting with the silanol and siloxane oxygens,
while the third fragment consists of a sodium ion interacting
with all three species of oxygens. The free parameters of

Figure 3. Paths of approach for water near a dissociated
silanol.

Figure 4. Fitted (solid line) versus ab initio (filled symbols)
energies for the paths of approach shown in Figure 3. On the
left are path 1 energies, and on the right path 2 energies.

Figure 5. Orientational distribution of water near dissociated
oxygens. The distribution is given for the dot product between
unit vectors linking water oxygens to a dissociated surface
oxygen (OW-OD) within a distance of 3.5 Å, and vectors along
each of the two hydrogen bonds. The data confirm that in
the thermal simulations, path 1 (Figure 3) is favored over
path 2. The inset shows a small peak near the cosine of
one-half the tetrahedral angle, the angle of the bifurcated
structure of path 2.
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the sodium-oxygen Buckingham potential given in Table
3 were adjusted to match the ab initio binding energies.

For the fragments with a dissociated oxygen, it was not
possible to generate a full potential energy surface represent-
ing the approach of a Na+ ion to a surface fragment using
ground-state ab initio methods. Without solvent, the ground
state of this system at large separations is a neutral sodium
atom and neutral fragment. The ground state becomes ionic
in character as the sodium approaches the fragment. Hence,
we relied on the binding energy to fix the non-Coulombic
interaction parameters between the Na+ ion and silica, the
partial charges being constrained to the BKS values. The
binding energy was calculated by separately calculating
the energy of the ion-fragment complex, and then the
energies of the isolated ion and fragment.

The comparison of the empirical and ab initio binding
energies of a Na+ ion to the three fragments shown in Figure
6 are reported in Table 4. The Si-O bond length and the
position of the sodium ion were initially optimized with an
ab initio calculation for the first fragment shown in Figure
6a. The Si-O bond length used in the other two fragments
was very close to the optimized bond length obtained for
the first fragment.

Chloride ions are repelled from a negatively charged silica
surface, and, as compared to sodium, chloride ions will have
considerably weaker interactions with the silica surface.
Hence, the interactions between the chloride ions and the
silica surface were calibrated without further quantum
chemical calculations using available potentials in the
GROMOS96 force field.117 Our preliminary simulations also
indicated that the Cl- ions quickly explore the Coulomb
infinity at the positively charged silicon and silanol hydrogen
atoms. For this reason, short-range LJ potentials were inserted
between these species. These potentials were derived using
combining rules with potentials from the GROMOS96 force
field. The interaction parameters between the sodium and
chloride ions and water were obtained from previous work

by Dang.118 The parameters used in our simulations are
shown in Table 2.

3. Comparison of Ab Initio and Empirical
Results

3.1. Simulation Methods. In this section, we describe the
evaluation of our empirical potential using ab initio MD
simulations on a smaller hydrated slab system. Because of
computational feasibility, AIMD simulations were limited
to rather small systems. The starting configuration for the
AIMD simulations was generated by annealing a bulk
crystalline silica tridymite structure with no free surfaces
measuring 10.13 Å × 17.55 Å × 8.275 Å, and consisting of
32 silicon atoms and 64 oxygen atoms using the BKS
potential109 with dispersion interactions truncated to one-
half of the shortest side of the box. The protocol that was
used to generate amorphous silica from the starting material
was adopted from cycle I-IV of Huff and co-workers,119

as in our previous work. We cleaved the surface by opening
a gap in the z-dimension, followed by annealing for 5 ps at
300 K. This small surface yielded one two-membered ring
on one surface and no structural features on the other surface
that would lead to silanol groups. The two-membered ring
was opened with the addition of water to form two nearby
silanol groups in a process described below in section 3.2,
initially yielding a total of 2 silanols on one of the surfaces
and no silanols on the other. After hydroxylation, a total of
71 waters were added to the system. This hydrated silica
slab was then used as input for the ab initio MD simulations.
Further reaction of water with the surface during the ab initio
MD simulations led to the appearance of more silanol groups
on the side that already contained silanols, and none on the
other side of the slab. This is appealing because it furnished
a means to test our findings28 that silanol groups make the
silica surface hydrophilic, while surfaces depleted in silanols
are relatively hydrophobic.78 Unfortunately, we were unsuc-
cessful in conducting a classical simulation of systems of
the hydroxylated surface using our empirical potential due
to technical limitations implementing 3-body interactions in
the DLPOLY package for a small system size. For this
reason, we could not use a starting configuration for the ab
initio MD simulations obtained by first equilibrating with
our empirical potential, or compare data for AIMD and
empirical simulations of exactly the same system. We
emphasize that the 3-body interactions were omitted only
for the small system size that is used to generate a starting
configuration for the ab initio MD simulations. The 3-body

Figure 6. The three fragments used for silica-sodium interactions labeled (a) with a single OD, (b) with a single OD and silanol
OH, and (c) with three silanol OH’s. Unlabeled red spheres correspond to siloxane oxygens in our empirical potential. The blue
sphere is the sodium ion.

Table 4. Fitted and Ab Initio Binding Energies for
Silica-Na+ Fragments

fragment ab initio (eV) empirical (eV)

frag 1 -6.44 -5.59
frag 2 -6.85 -7.35
frag 3 -3.05 -2.98

∆Ebind ) E(fragment/Na+) - E(fragment) - E(Na+)
(7)
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interactions were implemented for the larger systems that
are used in our production runs to compare the empirical
and ab initio MD results.

The AIMD simulations were conducted using Quickstep,
which is part of the CP2K package.120,121 In these calcula-
tions, ab initio Born-Oppenheimer molecular dynamics is
used for propagation of the classical nuclei. The electronic
orbitals are converged to the Born-Oppenheimer surface at
every step in the molecular dynamics simulation. The wave
function was optimized using an orbital transformation
method122 in conjunction with the DIIS scheme,123,124 as
described in ref 121. The convergence criterion for optimiza-
tion of the wave function was set to 10-6. Using the Gaussian
and plane waves (GPW) method, the wave function was
expanded in the Gaussian DZVP basis set. While a triple-�
basis set was not feasible for the silica slab, simulations using
the larger TZV2P basis set were used to check convergence
of our radial distribution functions with respect to basis set
size for orthosilicic acid in water, as reported below. An
auxiliary basis set of plane waves was used to expand the
electron density up to a plane wave cutoff of 300 Ry. We
used the Becke-Lee-Yang-Parr gradient correction95,96 to
the local density approximation and Goddecker-Tetter-
Hutter (GTH) pseudopotentials.125 A time step of 0.5 fs was
used in all ab initio simulations. During the first 3 ps of the
simulation, we observe several chemical processes that occur
on the surface. These chemical processes will be documented
in detail later. At this stage, reaction with water adds 3
silanols to the surface that already contained 2 silanols.
Exchange of hydrogen and oxygen atoms between the water
molecules and atoms on the silica surface results in the
formation of an extra proton that, during the length of our
simulations, fluctuates between two Eigen structures and
samples a Zundel complex during the fluctuations. The
presence of the excess proton in the solvent near the surface
during the course of the simulation suggests that the silica
slab is negatively charged, which is confirmed below. The
simulation with the proton in the bulk was then run for a
total of approximately 22 ps. For data analysis, the first 6 ps
of this simulation was treated as equilibration. An additional
simulation was begun from a configuration chosen from the
first 3 ps of this simulation, where the proton was replaced
by a Na+ ion. This simulation was run for a total of
approximately 15 ps. For the data analysis, the first 4.5 ps
of the run with Na+ was treated as equilibration. All the
AIMD simulations described were conducted within the NVE
ensemble.

We also conducted AIMD simulations of orthosilicic acid
using the DZVP and TZV2P basis sets. These simulations
consist of a single orthosilicic acid molecule (Si(OH)4)
surrounded by 66 water molecules in a box of side length
12.75 Å. Using the same methodology described above,
AIMD simulations of length 20 ps were conducted using
the DZVP basis set and 15 ps using the TZV2P basis set.
Simulations of this system were also performed using our
empirical model. All the simulations conducted with our
empirical model and DFT ab initio method are summarized
in Table 5.

3.2. Construction of a Dissociated Silica Surface. In our
previous work,28 we described the method used to generate
a hydroxylated silica surface. We will briefly review some
of those procedures in this section. The starting configuration
begins with crystalline tridymite with no free surfaces. The
amorphous silica slab is then generated using a protocol
adopted from cycle I-IV of Huff and co-workers.119 The
slab is cleaved by opening a gap in the z dimension followed
by annealing for a limited time at 300 K. The silica surface
consists of various species such as two-membered (2M) rings,
nonbridging oxygens (NBOs), and three coordinated silicons.
In Table 4 of our earlier work,28 we showed that the length
of annealing time in the simulations controls the population
of these species on the silica surface and consequently the
silanol density of the silica surface. Thus, the concentration
of silanols on the surface can be controlled in a systematic
way to reproduce reported experimental values of the silanol
density.1,126 The 2M rings were manually converted into a
pair of vicinal silanols, that is, two close by silanols, as seen
below:

while the NBOs were transformed into geminal silanols:

which are attached to the same silicon atom. These proce-
dures follow likely hydroxylation reactions identified by
previous ab initio calculations90,91,127,128 as described in our
earlier work.28 The detailed structure of the aqueous silica
surface, its mechanism of hydroxylation, and the distribution
of isolated, vicinal, and geminal silanols have not yet been
conclusively established theoretically or experimentally, and
certainly more work is needed in this area.

Table 5. Summary of Systems Simulated in This Work Using Both Our Empirical Model and the Ab Initio MD Methoda

system method simulation length cell dimensions

large dissociated silica slab empirical 9 ns 32.83 × 32.84 × 127.59 Å3

small silica slab (initial configuration for AIMD) empirical 145 ps 10.13 × 17.55 × 8.275 Å3

small silica slab + excess proton AIMD (DZVP) 22 ps 8.837 × 15.309 × 27.219 Å3

small silica slab + Na+ AIMD (DZVP) 15 ps 8.837 × 15.309 × 27.219 Å3

orthosilicic acid empirical 2 ns 12.75 × 12.75 × 12.75 Å3

orthosilicic acid AIMD (DZVP) 20 ps 12.75 × 12.75 × 12.75 Å3

orthosilicic acid AIMD (TZV2P) 15 ps 12.75 × 12.75 × 12.75 Å3

a The 9 ns empirical model simulation was used to obtain the results presented in section 3. The small, 145 ps empirical simulation
provided the starting configuration for the AIMD simulations of a silica slab.
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Once the hydroxylated surface is formed, silanols on the
surface need to be selected for deprotonation to form O-

groups. Because of the lack of any experimental or theoretical
insight, the silanols are deprotonated in a random fashion
except that we never deprotonate both hydroxyl groups of
geminal silanols because we expect that charge repulsion
will make doubly dissociated geminals a high energy species.
For the simulations reported here using our empirical model,
18 dissociated sites, 9 on each surface of the silica slab, are
chosen so that they are separated by at least 6 Å. Our
empirical simulations for the dissociated surface consist of
a box measuring 32.83 Å × 32.84 Å × 127.59 Å. Along
the box height of 127.59 Å, water occupies approximately
92 Å, and the silica slab fills the remainder. The charge
density of the surface was 0.835 e nm-2.

3.3. Radial Densities Near Silanol Groups of Silica
and Orthosilicic Acid. Shown in Figure 7 is a comparison
of the radial distribution functions for water near the silanol
oxygens and siloxanes from our empirical model, and for
the ab initio simulations for the two systems described above.
We note that the striking difference in water density near
silanol and siloxane oxygens, originally noted in our study
of the undissociated surface,28 is confirmed by AIMD.
Previously, we had reported28 that our empirical model did
not perform favorably in reproducing the paths of approach
of a single water molecule to a siloxane group as compared
to ab initio results. This discrepancy does not appear to
directly affect the hydrophobic/hydrophilic property of the
surface. Water is depleted near siloxanes regardless of
the proximity of silanol groups. It occurs on both sides of
the AIMD slab, the side with no silanols and the side with
5 silanol groups (red and green curves in Figure 7).

The comparison between empirical and AIMD radial water
densities in Figure 7 shows under-structuring by our empiri-
cal potential as compared to AIMD in the form of lower
and wider density peaks. Also, the radial distribution function
(RDF) for the water oxygen-silanol oxygen peaks at about
3.0 Å in our empirical model, but is peaked at about 2.7 Å

in the ab initio simulations. Studies of orthosilicic acid
reported below confirm that part of this trend can be
attributed to the empirical potential parameters, which tend
to under-structure water near silanol groups. However, very
limited sampling of silanol group environments in the AIMD
runs also contributes significantly to the difference between
AIMD and empirical results in Figure 7. As noted earlier, it
was not possible to carry out empirical and AIMD simula-
tions on exactly the same system. The empirical potential
simulations were performed on a much larger sample. The
surface area of the slab used in the empirical potential
simulations is approximately 8 times that used in our AIMD
simulations. Thus, the empirical potential simulations en-
compass a much larger range of silanol environments. The
variety of local environments is illustrated by radial density
plots for water near four individual silanol groups in our
empirical potential simulations shown in Figure 8. A buried
silanol group is found in the left-most plot, and the
cumulative population plot beneath it shows that relatively
few waters are surrounding it. All four examples exhibit a
sharper first peak than the overall average for the empirical
potential surface in Figure 7, where such features are washed
out. The right-most plot in Figure 8 shows a silanol group
with abundant exposure to water and a pronounced minimum
between the first and second peaks. In contrast to the diversity
encompassed by the empirical simulation, the environments
for the five silanol groups in the ab initio simulations were
relatively similar, and individual radial water densities near
individual silanol groups for the AIMD runs did not show
strong variation. To obtain a quantitative comparison of the
radial distribution functions, larger AIMD system sizes over
multiple realizations that have surface morphology similar
to that used in our larger empirical model would be required.

In the left and right panels of Figure 9, we compare the
radial densities of sodium ions and water about dissociated
groups and the radial density of water about sodium ions
from our empirical model and AIMD simulations, respec-
tively. As mentioned before, the AIMD simulations consist

Figure 7. Radial density of water (top row), and cumulative number of neighboring waters (bottom row) near silanol (solid line)
and siloxanes (thick dashed lines) for the empirical model shown in left panel, AIMD simulation with proton in middle panel, and
AIMD simulation with Na+ shown in right panel. The green and red thick lines are radial densities near siloxanes in only hydrophilic
and only hydrophobic regions, respectively.
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of only a single sodium ion, while the empirical model
simulations are averaged over many sodium ions and
dissociated O- groups. As for silanol groups (see discussion
of Figure 7), we cannot make a direct comparison of O-

groups averaged over the entire empirical potential surfaces
with a single O- group in the AIMD simulation. With these
caveats, a comparison of the positions of the maxima of the
various densities suggests that our empirical model for the
dissociated surface at least does not contradict the AIMD
results. The O--Na+ density peaks at about 2.3 Å for the
single dissociated oxygen in the AIMD simulations and 2.45
Å in our empirical model over 18 dissociated oxygens. The
OW-O- density peaks at about 2.65 Å in the AIMD
simulations and 2.6 Å in the empirical model, and finally
the Na+-OW density peaks at about 2.4 Å in the AIMD and
at 2.45 Å in our empirical model. The empirical model
qualitatively reproduces the trend observed in the AIMD
simulations of a larger first peak position in the O--OW

radial density as compared to the first peak positions in the
O--Na+ and Na+-OW densities.

The radial densities of the water oxygens and atoms on
orthosilicic acid are shown in Figure 10. The radial densities
show good agreement between the DZVP and TZV2P basis

Figure 8. Radial density of water (top row), and cumulative number of neighboring waters (bottom row) near four individual
silanol groups from empirical potential simulations.

Figure 9. Radial density of Na+ ions near O- groups (solid
thick line), OW near O- groups (solid dashed lines), and Na+

near OW (solid dotted line) for our empirical model in the left
panel and AIMD simulations in the right panel.

Figure 10. Radial density of water (top row) and cumulative number of neighboring waters (bottom row) near silicon, oxygen,
and hydrogen atoms of orthosilicic acid shown for DZVP (solid black), TZVP (solid dashed), and empirical model (solid dotted).
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sets, suggesting that the radial densities in Figure 7 that
confirm the hydrophilic (hydrophobic) property of silanols
(siloxanes) are at the very least qualitatively converged with
respect to the basis set. Convergence with respect to the
charge density cutoff was not explored.104 We find that our
empirical model, which was not designed to model ortho-
silicic acid, under-structures the water near the orthosilicic
acid. However, the cumulative neighbor populations shown
in the bottom row of Figure 10 demonstrate that the number
of waters near orthosilicic acid matches well between AIMD
and our empirical model.

3.4. Description of Surface Chemistry in AIMD
Simulations. We observed interesting chemical processes
occurring on the surface within the first 3 ps after a freshly
cleaved silica surface was exposed to water in ab initio
simulations. This resulted in the formation of three more
silanol groups on one surface. Some of these important events
will be reviewed in this section. These results should be
viewed as preliminary information on processes that deserve
much further study. It should be noted that the starting
configuration for the AIMD simulations was not pre-
equilibrated using our empirical potential and hence repre-
sents a high energy starting configuration that is subject to
significant surface relaxation. Further work is needed to show

how sensitive the occurrence of these chemical events is to
larger system sizes, and different initial surface morphologies
that may arise from annealing and equilibration protocols
using our empirical model.

The schematic shown in Figure 11 illustrates three separate
process that occur on our surface. The first process shows
the conversion of an isolated silanol to a geminal silanol
and another isolated silanol, resulting in the addition of two
more silanols to the surface. The intermediate steps are seen
more clearly in Figure 12. As a water molecule binds strongly
to the silicon atom of the isolated silanol, one of the Si-O
bonds associated with the silicon atom lengthens, resulting
in a nonbridging oxygen (Figure 12i). At the same time, the
water molecule splits, donating an OH group to the silicon,
transiently forming a hydronium ion H3O+ (Figure 12ii). The
proton that forms the transient hydronium is then recaptured
by the newly formed silanol. Simultaneously, the hydrogen
that was originally added as part of the OH group to the
silicon is transferred to the nonbridging oxygen (Figure 12iii).
The resulting product is a geminal silanol and an isolated
silanol (Figure 12iv). The role of the formation of transient
hydronium ions during the chemisorption of small numbers
of waters onto the silica surface has previously been observed
by Du et al. in QM/MM simulations, by Mahadevan and
Garofalini using a dissociating potential model,48,50 and, for
large silica clusters, by Ma et al. with ab initio MD
simulations.87

Snapshots from the second hydroxylation scheme of Figure
11 are shown in Figure 13. A two-coordinate silicon is
transformed into an isolated silanol along with the transfer
of a proton to the water. Ma and co-workers,87 who have
also conducted ab initio MD simulations of water near silica
clusters, found that the two-coordinate silicons in their
simulations were highly unreactive with water. In our
simulations, we observe that as the water molecule strongly
binds to the under-coordinated silicon, the OH group of the
water is transferred to the silicon, and the proton is transferred
to the surrounding water forming a hydronium ion H3O+.
During the transfer of the OH group from the water to the
silicon, one of the Si-O bond lengths associated with the
silicon increases by approximately 0.2 Å. This process
involves charge separation between the slab and the solvent,
as illustrated by the charges in Table 6 obtained using the
DDAP129 charge partitioning method from 192 configurations

Figure 11. Three different chemical processes that occur
within the first 3 ps of our AIMD simulations are labeled 1-3.
The first shows the conversion of an isolated silanol (silicon
atom with a single hydroxyl group) to a geminal silanol and
another isolated silanol. The second shows the formation of
an isolated silanol and a hydronium ion, and the third shows
a single water molecule sticking to an exposed silicon atom
on our hydrophobic surface.

Figure 12. Steps in the formation of a geminal and isolated silanol from an initial single silanol, process (1) in Figure 11. The
atoms of the water molecule that reacts with the surface are shown in blue in all four frames. (i) Arrows point to water that
attacks silicon atom and Si-O bond that begins to break. (ii) Arrows point to the non bridging oxygen formed after the Si-O
bond breaks and the hydronium ion transiently formed. (iii) Arrow points to the proton transferred from the newly formed silanol
to the NBO. (iv) Final products are a geminal and a single silanol.
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after an excess proton is transferred to the solvent. The silica
slab carries close to a full electron charge (- 0.923), and
the solvent carries a corresponding positive charge. All the
oxygens of the silica slab have a charge close to -0.8,
including NBOs. After a proton was transferred to the solvent
and the surface was stabilized, we could identify a buried
NBO within a cleft on the surface, which was solvated by a
single water molecule. This could be considered as the
location of the excess charge on the silica slab.

The initial configuration for the AIMD simulation with
the Na+ was constructed by replacing a proton from the
newly formed H3O+ (Figure 13ii) with a Na+. The newly
formed silanol (Figure 13ii) was deprotonated to form a
nonbridging oxygen (NBO), and the proton was transferred
to a nearby siloxane oxygen, which was converted thereafter
into a silanol. The charge partitioning analysis was conducted
for 192 configurations sampled from our simulations with
the Na+. The magnitude of the charges is shown in Table 6.
The average charge of the Na+ in our simulations is +0.726,
indicating that a significant amount of the positive charge
has leaked to its surroundings. Furthermore, the data also
suggest that a significant proportion of the formal -1 charge
of a singly dissociated silica surface leaks out on to its
environment. Charge transfer between solvated ions and
solvent has already been reported in several systems. Klein
and co-workers130 conducted ab initio simulations of a
zwitterionic peptide, halide anions, and alkali cations in
water. They observed a substantial amount of charge transfer
between the carboxylate terminus and the solvent (0.1e).
Similar values were also found for K+ and Na+ ions.
Chloride and bromine anions were found to transfer more
electronic charge (0.26e) onto the surrounding solvent.

It is interesting that the charges of the oxygens of
hydrophilic silanol groups are less than the oxygen from

hydrophobic siloxane bonds in Table 6, once again confirm-
ing that hydrogen-bonding interactions are not purely
electrostatic. The magnitude of the density-derived charges
from the AIMD simulations, especially for silica atoms that
follow the BKS model, is less than the charges used in our
model. However, these differences do not preclude qualitative
agreement between the empirical and AIMD predictions of
the hydrophobic/hydrophilic property of the silica surface.
Future work in the development and improvement of
empirical models for amorphous silica may require adjust-
ment of the charges in the empirical potential, guided by
data shown in Table 6.

Finally, we find that the oxygen of a single water molecule
interacts intimately with a 4-coordinated silicon atom
throughout the length of our simulation on the hydrophobic
side of the silica surface (third scheme of Figure 11 and right
panel of Figure 13). The Si-OW distance for this water
molecule fluctuates between 1.8 and 2.0 Å. Although the
silicon atom is quite exposed to solvent, we do not observe
any chemistry occurring at this site within the time scales
of the simulations conducted. Perhaps longer simulations
would lead to a hydroxylation event.

4. Conclusion

In contact with aqueous solution with pH greater than ∼3,
the silica surface is negatively charged because a fraction
of the silanol groups are dissociated and an electrical double
layer is present.1 In this work, we extended our empirical
model for the undissociated surface. The silica surface in
this model is flexible, so it can be used to model heat
transport in nanoscale devices. The extended model now
includes deprotonated silanol groups, and specifies water and
sodium and chloride ion interactions with the surface. We
employed the same strategy that was used in the previous
model for the undissociated surface,27,28 fitting the parameters
of our empirical potential to accurate ab initio cluster
calculations.

We have made comparisons with experimental quantities,
such as the heat of immersion, where measurements are
available.28 Otherwise, we have relied on comparisons with
quantum chemical and ab initio molecular dynamics results.
We used well-calibrated and widely used models, BKS109

and SPC/E,110 to describe bulk silica and water, respectively,
away from the interface. However, these models employ
somewhat unrealistic partial charges to mimic other physical

Figure 13. The left and middle frames illustrate steps in the formation of an isolated silanol from an under-coordinated silicon,
scheme 2 of Figure 11. The atoms of the water molecule that reacts with the surface are shown in blue in these frames. (i)
Water attacks an undercoordinated silicon atom. (ii) An OH group is added to silicon and hydronium ion is formed. (iii) The
frame on the right shows a water molecule on the hydrophobic surface that binds to an exposed silicon atom without further
reaction during the length of the AIMD simulation.

Table 6. Average Charges of Species in AIMD
Simulationsa

species
slab + excess

proton slab + Na+

slab -0.923 -0.807
O (silanols) -0.659 -0.690
O (siloxanes, hydrophilic side) -0.830 -0.792
O (siloxanes, hydrophobic side) -0.782 -0.794
NBO -0.832 -0.904

a Charges were obtained according to the DDAP129 charge
partitioning scheme, which is based on the electron density.
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interactions. Therefore, the benchmarking against quantum
chemical and AIMD data is essential. We have confirmed a
key prediction of our empirical potential, the striking
difference in water density near silanol and siloxane groups.
Despite the fact that the partial charges of the empirical
model, especially the BKS parameters, are larger than those
predicted by electron density calculations, the data for
orthosilicic acid suggest that, if anything, our silica surface
slightly under-structures nearby water. Populations of neigh-
boring water near the surface are in good agreement with
AIMD results. The evident under-structuring of our empirical
potential as compared to AIMD may be, in part, attributed
to the tendency of the BLYP density functional to over-
structure hydrogen-bonding fluids, as discussed in the
Introduction. The hydroxylation of a freshly cleaved silica
surface is poorly understood, as is the distribution of various
chemical groups on the surface.2 Further tests of the
convergence of AIMD methodologies to this system are
needed before quantitative benchmarks can be established.
We have provided an account of the reactions that occur in
our AIMD simulations as water comes in contact with silica,
and general agreement is found with previous theoretical
studies of water chemisorption using small numbers of water
near silica.48,87,89 However, given the experimental difficul-
ties in disentangling the complex structure of the silica
surface, this is an area where extensive further AIMD
investigations are needed.

In this work, we have compared the distribution of water
near silanol groups on a smaller amorphous silica slab using
ab initio MD simulations, and using our empirical potential.
We have also compared the radial density of water near
orthosilicic acid. For the slab systems, the surface hetero-
geneity of the larger system simulations performed with our
empirical model complicates the comparison with the smaller
ab initio MD simulations (see Figures 7 and 8 and the
corresponding discussion). When our model is applied to
simulating orthosilicic acid, we find that it results in the
understructuring of water near the silanols. At this point, we
cannot conclusively determine whether this behavior is an
artifact of the density functional used in the ab initio MD
simulations or whether our empirical model under-structures
water near the silanols, or a combination of both.

An interface between water and amorphous silica is found
in many applications, ranging from chromatography to novel
nanofluidic devices. Our potential model is designed to
enable atomistic device simulations at large length and time
scales, which is desirable for several reasons. Large length
scales are needed to go beyond straight channels and model
features like nozzles or bends. Long time scales are needed
to model fluid flow. Typical flow velocities are many orders
of magnitude smaller than a typical thermal velocity, (kBT/
m)1/2, where m is the molecular mass. As a result, flow
velocities in nonequilibrium simulations are obtained by
averaging over much larger numbers. The strategy in such
simulations is to induce unrealistically large flow velocities
to improve signal-to-noise, yet to keep the flow velocity
below the point where nonlinear effects arise. The largest
tolerable flow rates are on the order of 10% of a thermal
velocity,131 which means that extensive averaging is needed.

Use of equilibrium simulations to evaluate Green-Kubo
expressions has recently been advocated as an efficient
alternative to nonequilibrium simulations for the calculations
of transport coefficient132,133 and flow profiles.134,135 In either
case, these calculations are demanding, underscoring the need
for interaction models for the amorphous silica-water
interface that combine computational efficiency with an
acceptable level of realism, which is addressed in this work.
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Abstract: Inspection of the structure and the void space of a porous material is a critical step
in most computational studies involving guest molecules. Some sections of the void space, like
inaccessible pockets, have to be identified and blocked in molecular simulations. These pockets
are typically detected by visual analysis of the geometry, potential or free energy landscapes,
or a histogram of an initial molecular simulation. Such visual analysis is time-consuming and
inhibits characterization of large sets of materials required in studies focused on identification
of the best materials for a given application. We present an automatic approach that bypasses
manual visual analysis of this kind, thereby enabling execution of molecular simulations in an
unsupervised, high-throughput manner. In our approach, we used a partial differential equations-
based front propagation technique to segment out channels and inaccessible pockets of a
periodic unit cell of a material. We cast the problem as a path planning problem in 3D space
representing a periodic fragment of porous material, and solve the resulting Eikonal equation
by using Fast Marching Methods. One attractive feature of this approach is that the to-be-
analyzed data can be of varying types, including, for example, a 3D grid representing the distance
to the material’s surface, the potential or free energy of a molecule inside the material, or even
a histogram (a set of snapshots) from a molecular simulation showing areas which were visited
by the molecule during the simulation.

1. Introduction

1.1. Background. Porous materials contain complex
networks of void channels and cages that are exploited in
many different industrial applications. Zeolites, probably the
most recognized class of crystalline porous materials, have
found wide use in industry since the late 1950s. They are
commonly used as chemical catalysts, in particular as
cracking catalysts in oil refinement, membranes for separa-
tions and water softeners.1-4 There is an increasing interest
in utilizing zeolites as membranes or adsorbents for CO2

capture applications. In addition to zeolites, other classes of
nanoporous materials, such as metal organic frameworks

(MOF)5,6 and zeolitic imidazolate frameworks (ZIFS),7 have
enormous potential for gas separations or storage.8,9 A key
aspect for the success of any nanoporous material is that the
chemical composition along with pore topology is optimal
at the given conditions for a particular application. It should
be noted that the number of possible pore topologies is
extremely large. There are approximately 190 unique zeolite
frameworks known to exist today10 in more than 1400 zeolite
crystals of various chemical composition and different
geometrical parameters.11 These experimentally known zeo-
lites constitute only a very small fraction of more than 2.7
million structures that are feasible on theoretical grounds,12,13

of which between 314k and 585k are predicted to be
thermodynamically accessible as aluminosilicates, with the
remainder potentially accessible via elemental substitution.14

Databases of similar or greater magnitude can be developed
for other nanoporous materials such as MOFs or ZIFs.
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Development of such databases brings great promise for
discovery of new materials for many applications, particularly
urgent ones like CO2 capture. However, in order to make
such discoveries possible, new computational and chemin-
formatics techniques have to be developed to characterize,
categorize, and screen such large databases, bypassing
manual and/or visual analysis in order to process and
characterize a large number of structures in a high-throughput
manner.

An important aspect of analysis of porous materials and
their void space is the detection of inaccessible pockets,
which can be occupied by guest molecules in computer
calculations, even though such pockets are inaccessible in
adsorption experiments. It is important to account for, and
often artificially block or exclude, these pockets in the
calculation of guest-accessible volumes, surface areas or
prediction of guest-related properties using molecular simu-
lation techniques. For example, in Monte Carlo (MC)
simulations of adsorption, the blocking procedure can be a
simple distance-check from the center of the small pockets
and a rejection of all Monte Carlo trial moves that would
place a molecule inside a certain radius. Alternatively, such
pockets can be filled with dummy atoms. The importance
of pore blocking in Monte Carlo simulations has been
recently reemphasized by Krishna and van Baten.15 (see for
further examples and discussion.) Similar to MC simulations,
molecular dynamics simulations have to account for such
pockets in order to ensure that initial positions are chosen
in the main channel system and not in such pockets.

Detection of inaccessible pockets is usually performed by
visual analysis of so-called pore landscapes. The pore
landscapes are isosurfaces corresponding to the maximum
accessible free energy level (see Keffer et al.16 for explana-
tion on how isopotential energy surfaces are constructed.)
Surfaces spreading across a periodic unit cell of a porous
material encapsulate channels, whereas isolated surfaces
correspond to inaccessible pockets. Similar approaches
involve either visualization of histograms from molecular
simulation which highlight all positions visited by a probe
molecule during the time of simulation or simple visualiza-
tion of isosurfaces corresponding to a distance from the
material’s surface equal to probe radii (Figure 1). Detection
of inaccessible pockets in the last two cases is essentially
the same as in the case of pore landscapes represented in
terms of potential or free energy. An alternative approach
involves analysis of abstract structure representations such
as chemical hieroglyphs.17 The latter presents structural
building blocks such as cages and segments of channels,
detailing their sizes and their connectivity. The notation used
to represent connections between building blocks highlight
the possibility of a guest molecule moving between the
building blocks. Inaccessible pockets can be easily identified
in such representation as building blocks without “valid”
connections.

Although visual analysis is powerful, it can be error prone
and its throughput is limited by the resources and abilities
of a researcher, making it impractical for a high-throughput
computational characterization pipeline. Instead, efficient
computational techniques which automatically detect and

characterize void space in porous materials are attractive
alternatives. Detecting internal cavities has been explored
in the context of proteins,18 and the more general question
of finding possible pathways through chemical system has
been addressed in both proteins19 and materials,20-23 while
detection of inaccessible pockets in porous materials seems
not to have been pursued. Regardless, the vast majority of
these studies have been based on geometrical considerations.
All but one study attempted to study paths of a spherical
probe representing the molecule inside a convex hull
constructed from atoms of a protein or materials framework.
However, most molecules of interest are rarely spherical and
a spherical approximation significantly overestimates the
required channel diameter for a molecular sieve.

1.2. A Different Approach: Molecular Worms, Path
Planning, and Hamilton-Jacobi Equations. To address this
issue, in previous work we built a more advanced approach,
in which a spherical probe is replaced with one resembling
the shape and flexibility of a “real” molecule.24 In this
approach, complex objects are built from solid blocks
connected by flexible links, called “molecular worms”. Such
worms are able to change orientation and/or shape during
the traversal of chemical structure, allowing them to reach
areas not accessible to either a single large spherical probe
or rigid real-shape probes. This converts the problem into
one of path planning, which we characterize by an Hamilton-
Jacobi-type Eikonal equation in configuration space; here,
the cost of entering each point in configuration space
corresponds to the local geometry. The equation is solved
by using a variant of Fast Marching Methods,25,26 which are
Dijkstra27-like methods to solve the boundary value problems
of the form of the Eikonal equation. Starting with an initial
position for the front, the method systematically marches the

Figure 1. A periodic unit cell of LTA zeolite with highlighted
probe accessible surface. Fragments of inaccessible pockets
are visible in seven corners of the unit cell. One fragment is
contained (blocked) by the yellow sphere.
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front outward one grid point at a time, exploring all
continuous pathways in the configuration space.

1.3. Current Work: A Comprehensive Approach to
the Analysis of Porous Materials. In the current work, we
present a comprehensive approach to analysis of porous
materials, which allows detection and blocking of inacces-
sible pockets inside porous materials. Our approach does not
require visualization and was developed with the goal to
become part of a high-throughput pipeline for computational
characterization of porous materials. In its essence, our
approach mimics the visual analysis typically performed by
researchers involving investigation of images representing
pore landscapes. Unlike previously developed approaches to
analyze accessibility, our framework is general. It allows
analysis on the basis of geometry, potential or free energy
profiles or histograms from molecular simulations. In par-
ticular, we use Fast Marching Methods to segment channels
and inaccessible pockets from the 3D data representing any
of the above. Additionally, we provide an algorithm to obtain
blocking spheres for inaccessible pockets which can then
be taken into account in molecular simulations, or excluded
from calculations of accessible surfaces and volumes.

In this work, we present algorithms which examine
accessibility issues based on data which can represent
multiple characteristics, including the distance to the mate-
rial’s surface, the potential or free energy of a molecule inside
a material, or the results of a molecular dynamics simulation
showing areas which were visited by a molecule. For ease
of exposition, in this work we only consider a three-
dimensional configuration space, and hence our molecular
worms can change position but not orientation or conforma-
tion. For this work, this translates into assuming spherical
probes: it is important to stress that this is not a limitation
of the method, and a full approach using molecular worms
in higher dimensional configuration space is in progress and
will be reported on elsewhere.

2. Methods

Our approach to automatic characterization of porous materi-
als consist of two main tasks: (1) detection of channels and
inaccessible pockets, and (2) generation of blocking spheres
for inaccessible pockets. The detection of the latter relies
on their segmentation from a guest molecule-dependent 3D
data representing a repeating fragment of a porous material
(e.g., 3D grid representing free energy of a molecule inside
a periodic unit cell of a material). In the following subsec-
tions, we outline mathematical tools used for segmentation
of space, their implementation to detect channels and
inaccessible pockets, and the procedure of generating block-
ing spheres.

2.1. Mathematical Background. We cast the problem of
segmentation of space in a periodic unit cell of a material
as an Eikonal equation in domain representing this fragment
and in which the cost of entering each point in the domain
corresponds to its ability to be occupied:

Here, U is the minimal total cost and C(x) is a cost function
defined at each point x in the domain. Abstractly, this cost

function is defined at the beginning of the problem, and the
solution U(x) to the above problem represents the total cost,
which is the smallest obtainable integral of C(x), considered
over all possible trajectories throughout the computational
domain from a start point to finish point. In practice, the
above equation is solved for this total cost U(x) first, and
the actual cheapest path is obtained by starting at the finish
and integrating a trajectory backward along the gradient field
∇U.

The Eikonal equation is an example of the general static
Hamilton-Jacobi equation, and applies in the case of a
convex, non-negative isostropic cost function. In order to
provide a numerical solution to the above equation, we first
lay down a computational mesh in three-dimensional space:
this grid need not be uniform in the coordinate directions.
The next step is to define an approximation uijk defined at
each mesh point, and approximate the gradient in the above
equation is by an upwind approximant of the form:

where we have used standard finite difference notation.

Our goal now is to efficiently compute the solution to this
equation on a mesh, starting with given boundary values.
This equation is solved by using a variant of Fast Marching
Methods, which systematically marches the solution outward
from the known boundary values one grid point at a time.
The key is to exploit the essential idea of Dijkstra’s method:
the causal nature of Bellman’s optimality principle means
that the value uijk that satisfies the above approximation can
be constructed using only smaller values of uijk. Thus, one
can start with a single boundary value, solve the above
approximation for trial values at each neighbor one mesh
point away, and then be assured that the smallest such trial
value must be correct. Repeating this process systematically
computes the solution at all mesh points in the computational
domain: using a heap to extract the smallest such trial values
produces the solution in O(Nlog N) time, where N is the
total number of mesh points in the computational domain.

In more detail, the Fast Marching Method operates as
follows. Suppose at some time the Eikonal solution is known
at a set of Accepted points. For every not-yet accepted grid
point with an Accepted neighbor, we compute a trial solution
to the above quadratic eq 1, using the given values for u at
accepted points, and values of ∞ at all other points. We now
observe that the smallest of these trial solutions must be
correct, since it depends only on accepted values which are
themselves smaller. This “causality” relationship can be
exploited to efficiently and systematically compute the
solution as follows:

First, tag points in the initial conditions as Accepted. Then
tag as Considered all points one grid point away and compute
values at those points by solving eq 1. The latter points form
a boundary (a front) around Accepted grid points, which will
move outward as procedure continues. Finally, tag as Far
all other grid points. Then the loop is as follows:

|∇U| ) C(x)

[max(D-xuijk,-D+xuijk, 0)2 +
max(D-yuijk,-D+yuijk, 0)2 +
max(D-zuijk,-D+zuijk, 0)2 ]1/2

) cijk (1)
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(1) Begin Loop: Let Trial be the Considered point with
smallest value of u.

(2) Tag as Considered all neighbors of Trial that are not
Accepted. If the neighbor is in Far, then remove it from that
set and add it to the set Considered.

(3) Recompute the values of u at all Considered neighbors
of Trial by solving the piecewise quadratic equation accord-
ing to eq 1.

(4) Add point Trial to Accepted; remove from Considered.
(5) Return to top until the Considered set is empty.
This is the Fast Marching Method given in ref 25: the

key to an efficient implementation of the above technique
lies in a fast heap algorithm to locate the grid point in set of
trial values with the smallest value for u. These methods
have been successfully applied to problems in such topics
as robotic navigation, fluid mechanics, and image analysis.26

For more details on Fast Marching Methods we refer the
Readers to ref 26.

In the following three sections, we describe components
of Fast Marching Methods that have to be implemented and
adopted to allow detection of inaccessible pockets, mainly:
discretization of the space, definition of the cost function,
and sequence of execution to segment these pockets.

2.2. Discretization of Space. The structure of crystalline
porous material is typically stored as atomic coordinates of
a repeating fragment of a structure (asymmetric unit),
symmetry information and periodic box parameters. This
information enables reconstruction of a periodic unit cell
(PUC), which may or may not have rectangular shape;
however, a rectangular shape is preferred here because of
implementation issues.

At the first step, PUC is used to construct the active unit
cell (AUC), which will be used to discretize space and build
a grid on which Fast Marching Methods will be executed.
AUC and the to-be-constructed grid for solving Fast March-
ing Methods is always rectangular (the cell vectors that define
AUC are orthogonal) to facilitate implementation of the Fast
Marching Methods procedure and ensure minimal memory
overhead compared to nonrectangular PUC embedded inside
a rectangular box.

For rectangular PUC, AUC is essentially the same as PUC.
For remaining types of PUCs, AUC has to be constructed
from PUC by translating sections of the PUC that are outside
AUC. Two neighboring AUCs do not necessarily have
common faces fully overlapped (see Figure 2). For example,
faces aligned in the x direction on the y level have an offset

compared to the y + 1 level, which is important in handling
periodicity of the chemical system represented by AUC.

The 3D space encapsulated by AUC is then discretized
using specified step sizes Vx, Vy, and Vz along each of
orthogonal directions (x, y, z, respectively). These sizes have
to be small enough to achieve the desired accuracy. Very
small steps may, however, result in a very large computa-
tional grid. The maximum number of points in a grid is
limited by the available resources, in particular the memory
size of a computer. Each grid point can be associated with
a bin, which surrounds it, and has volume equal to Vx*Vy*Vz.
Bins are used to the divide system into smaller volumes and
sample its properties (e.g., free energy) in each of these
volume. Averages from such sampling for each bin are later
assigned to the corresponding grid points.

2.3. Constructing the Cost Function. Given a discreti-
zation of space, the most straightforward cost function C(x),
where x is a grid point, is defined as follows: C ) 1 for
each point x which can be occupied, C ) ∞ otherwise. Here,
an “occupiable” point corresponds to a position in which
the probe can reside. Its exact definition depends on the
source data used to represent the investigated chemical
system (see the summary in Table 1). For example, if
considering atoms as hard spheres (geometry consideration),
the occupiable point means a position in which the probe is
not colliding with any atom of material’s framework: here,
a collision occurs when the distance between centers of the
probe and any of structure’s atoms is smaller than the sum
of their specified radii.

When analysis is performed using free energy profiles, the
occupiable point means that the average free energy of the
probe inside the bin corresponding to the point is equal-to
or lower than a specified threshold corresponding to acces-
sible energy levels. Finally, when analyzing histograms from
molecular simulations, “occupiable” point means that a
position pointed by a point (or associated with the corre-
sponding bin) was visited t number of times (for the time t)
by a molecule during the time of simulation, where t is a
selected threshold value.

Besides the simple definition of the cost function discussed
above, it is also possible to define a continuous cost function.
A number of examples of such definitions are presented in
Table 2. It must be noted that the definitions collected in
Table 2 are not the only ones possible and the cost function
can be tuned accordingly to the application. From a practical
point of view, the cost function controls the direction and
speed at which a front propagates. When considering grids
with distance to atomic surface, one may define cost to be
inverse proportional to this distance (Table 2). In such
definition, the front will propagate faster through centers of
cavities rather than areas close to surfaces. Similarly, one
may define the cost proportional to the energy experienced
by a probe. In such a manner, the front will explore low
energy regions sooner than higher energy regions. From a
practical point of view, it is worth setting the cost function
to infinity for regions which are occupied by the framework
atoms and the probability of visiting these regions is
practically zero. The latter can be controlled by specifying
threshold values (for example rp, et, and tt in Table 2). From

Figure 2. Geometrical relation between periodic unit cell and
active unit cell. Faces of neighboring AUCs, unlike faces of
neighboring PUCs, do not have to be fully aligned. Instead,
they can be shifted by an offset value.
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the point of view of the work presented here, the threshold
defining occupiable/not-occuptiable points is more important
than the definition of cost function itself. This is because
the threshold to determine the stop criteria for front propaga-
tion is directly correlated with the volume to be explored,
which is essentially the idea behind this work. In turn, the
definition of cost function has a significant effect on the shape
of the moving front and in typical cases, like the one to be
discussed here, has no effect on accessible volume. However,
the ability to tune the cost function may be used to develop
other approaches (for example, finding the shortest/lower
energy diffusion paths), and is therefore highlighted here.

2.4. Segmentation of Topological Features. Having
defined the value of the cost function at each point in the
domain, we execute the Fast Marching Method to detect
topological features on the void space. There are only two
types of features that can be associated with occupiable points
(ones with cost lower than infinity): channels and inaccessible
pockets (Figure 3A). Channels are defined as features
manifested on the face of a periodic unit cell that provide a
accessible path throughout the unit cell from one face to the
opposite face. Our procedure focuses on detection of
channels: pockets are then defined as features consisting of
occupiable points that are not identified as channels.

A porous material can have a number of channels in each
of three principle directions. Detection along each direction
is performed sequentially and consists of two steps illustrated
in Figure 3B. In the first step, the periodic boundary
conditions along the investigated direction are turned off and
then all occupiable points on one face of the periodic unit
cell are accepted. The Fast Marching Method is then executed
until it finds occupiable points to accept. The important

information gained from this algorithm is the identification
of points on the opposite-to-initial face of the unit cell that
belong to channels in the considered direction. These points
are then used in Step 2 to initiate the front in the subsequent
passes of the algorithm. All points accepted in the second
execution are points corresponding to channels. The imple-
mentation of this procedure is fairly straightforward. How-
ever, one should note that in the case of nonrectangular unit
cells, faces of PUC may not overlap with faces of AUC used
to store the 3D data and therefore one need to identify points
in AUC that correspond to faces of the original PUC.

After the algorithm finishes with detection of channels, it
proceeds to the detection of inaccessible pockets. Any
occupiable point that has not been assigned to a channel
corresponds to a pocket. There may be, however, more than
one pocket, and therefore the algorithm runs until all such
points have been assigned to either channels or pockets. In
a loop, the first not-yet-assigned point is taken as a starting
point for a Fast Marching Methods procedure, and then the
front propagates through the pocket until all occupiable points
have been visited and assigned to the pocket. Then, it
proceeds to detect the next pocket unless all points have been
assigned.

2.5. Inaccessible Pore Blocking. Execution of the previ-
ous steps of our approach segments the occupiable space
into two types of features: channels and inaccessible pockets,
where each of these features is represented as a set of grid
points. Typically, molecular simulation packages have the
option to exclude particular areas of the system (e.g.,
inaccessible pockets) by placing “blocking spheres’”. There-
fore, the final part of our approach is focused on calculation
of these blocking spheres from the points corresponding to

Table 1. Definition of Cost Function at Point x Depending on the Type of Guest-Molecule-Dependent 3D Data Representing
a Porous Material

cost distance-to-surface potential (or free) energy histogram

1 (occupiable) Probe placed at x does not overlap
with any atom of the
framework

The value of averaged potential (or
free) energy inside a bin associated
with the point x is lower than the
specified threshold corresponding to
accessible potential (or free) energy
level at a given temperature.

Bin associated with the point x was
visited by a probe during the time of
molecular simulation t number of
times (or for time longer than t). (The
probe can be also defined by any
atom of any guest molecule included
in the simulation.)

∞ (not-occupiable) otherwise otherwise otherwise

Table 2. Example Definitions of a Continuous Cost Function at Point x Depending on the Type of
Guest-Molecule-Dependent 3D Data Representing a Porous Material

cost distance-to-surface potential (or free) energy histogram

Value associated with point x The distance d from the center of
probe with the radii of rp placed
at x to the surface of any atom
of the framework

The value of averaged potential
(or free) energy, e, inside a bin
associated with the point x

Number of times, t, the bin
associated with the point x was
visited by a probe during the
time of molecular simulation (t
can also be defined as
integrated time a probe was
visiting the bin)

Definition of occupiable point d > rp e < et, where et is the specified
threshold corresponding to
accessible potential (or free)
energy level at a given
temperature

t > tt, where tt is the specified
threshold value

Cost at an occupiable point 1/(d - rp) e 1/t
Cost at a not-occupiable point ∞ ∞ ∞
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identified features of this kind. It is important that all pockets
are fully covered by the blocking spheres but at the same
time, channels cannot overlap with any of such spheres.

Our procedure for blocking a pocket with spheres is
executed in a loop over all not-yet-blocked pockets. Each
pocket has an assigned number of grid points n. The
procedure highlighted in Figure 4 is as follows:

(1) For each grid point assigned to the inaccessible pocket
in consideration, n, calculate its density given by a Gaussian
filter: da ) ∑k)1

n exp ((-(dak)2)/(<d>)), where dak is the
distance between points a and k, and <d> is the averaged
distance between the points forming a pocket;

(2) Select the most dense point of 1 as pocket center, Pc;
(3) Find the distance from Pc to the farthest point in the

pocket, the radius of the pocket, rp;

(4) Find the distance from Pc to the nearest grid point
assigned to any channel, the distance to a channel, dc;

(5) Check rp < dc.
• If true, then the pocket is blocked with one sphere placed

at Pc and with a radius of (1/2)(rp + dc);
• If false, then the pocket has to be blocked iteratively

with a number of spheres. The first sphere is placed at Pc

and its radius is set to dc - γ, where γ a is small fraction of
grid step. All points that belong to the current pocket and
that have not been blocked with the newly defined blocking
sphere are now defined as a new pocket, which is added to
the end of the list of pockets.

The algorithm presented here deserves comment: The
advantage of using density calculation in Pt. (1) as a way to
detect the center of a pocket over, for example, taking a
geometrical center of a pocket is that it always return a point
within a pocket, which is desirable in the case of complex-
shaped pockets. The obvious drawback is the cost of density
calculations, which scales as the square of number of points
forming a pocket. For large pockets, we can speed up this
calculation by using an approximation to the Gaussian
density filter. For example, we can apply an MC sampling
of points used in the density calculation of Pt. 1.28 In our
implementation, we use such an approximation for pockets
larger than 10000 grid points.

Figure 3. A sequence of front propagations to segment void
space. (A) Three features of the void space in a periodic unit
cell: straight channel A, topsy turvy channel B build of
fragments B1 - B3 and inaccessible pocket C build of
fragments C1 and C2; (B) “Forward” front propagation; (C)
“Back” propagation. In B-C, dashed colored lines mark points
on a face used to initiate the front, solid lines mark points on
the opposite face that were reached by a front and X mark
the front that has not reached the opposite face (inside a
pocket).

Figure 4. Blocking of inaccessible pockets. (A) Simple case
with one blocking sphere. (B) Complex case with iterative
blocking (Example with two iterations shown).
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3. Results and Discussion

We demonstrate an application of our approach to automatic
analysis of porous materials using the framework of DDR
zeolite as an example. DDR was selected because of its
common characteristics. As stored in the IZA database, it
has a medium size and nonrectangular periodic unit cell of
6716 Å3 volume. Figure 5A presents a fragment of the DDR
zeolite and highlights an isosurface corresponding to 1.6 Å
distance from the atomic surface. This surface corresponds
to the boundary value of how close the center of a nitrogen
molecule can approach the surface of the zeolite. Our analysis
starts with the detection of channels followed by the
identification of inaccessible pockets. Figure 5B demonstrates
a number of snapshots from the front propagation procedure
(a simple binary cost function is used). The front initiated
on the face of the unit cell marches its way through the
channels. The final snapshot highlights all fragments of space
corresponding to channels. It can be noticed that these
channels are manifested on two pairs of opposite faces and
therefore they form a 2D channel system. The channel
detection procedure is repeated for two other directions but,

in the case of DDR, no additional channels are detected. The
algorithm moves on to detection of inaccessible pockets. Nine
pockets are identified. The relatively simple geometry of the
material enable the blocking of pockets with nine blocking
spheres with radii from 3.6 to 3.9 Å. The presented procedure
was repeated for other probe molecules. For example, for a
probe of the radius of 1.8 Å, which would roughly cor-
respond to methane, we did not detect any channel in the
DDR zeolite. We note that geometry-based considerations
based on treating guest molecules and framework atoms as
hard spheres may not always be valid. For example, the
kinetic energy of guest molecules may allow them to diffuse
through narrow passages of higher potential energy leading
to a quantitatively different picture of accessible pore
topology. Analysis of histograms from molecular simulations
do provide much more confidence in this regard.

The time required to perform analysis with our algorithm
depends most strongly on the number of grid points that
represent the system being investigated. The size of the grid
depends on the size of the periodic unit cell and the requested
accuracy. In our benchmark case of the DDR zeolite, it took
about 5 s to perform analysis of a grid of 0.85 M points.
This grid was obtained for steps of 0.2 Å. Similar analysis
involving grids with smaller spacing of 0.1 and 0.05 Å
required 40 s and 5 min 20 s, respectively. We note that the
reported analysis times represent only a small fraction of
the time required to generate the to-be-analyzed grids. For
example, when using distances to the material’s surface, the
last two grids required, respectively, 4 and 30 min to
compute. These times are orders of magnitude larger when
calculating averaged properties such as average free energy
in a bin corresponding to each grid point. Nevertheless, the
times briefly discussed here were obtained using our
prototype implementation, and they possibly can be improved
by code optimization.

As mentioned in the Section 2.3, it is also possible to
construct a continuous cost function. In comparison to the
previously presented binary cost function, such a continuous
cost function provides more flexibility on controlling the
behavior of the propagating front. Figure 5C illustrates a
propagating front in the DDR zeolite with the cost function
defined as inverse of the distance to atomic surface (as
discussed in Table 2). Comparing Figure 5, parts B and C,
side by side exposes a different shape of the front: essentially
in the continuous case, the front propagates faster in open
areas of the structure (away from the atomic surfaces)
creating tongues rather than spherical cups like in the case
of binary cost function. The bottom line, however, is that
all occupiable points of the grid are explored in both cases,
and therefore for the application discussed in this article,
binary definition of the cost function is sufficient.

Finally, we demonstrate the effect of selecting a threshold
value used to define an occupiable point. In this case, we
perform analysis using the free energy grid of IRMOF-10
metal organic framework. The free energy grid of 343 ×
343 × 343 size was prepared following the procedure
discussed in ref 16 and the used simulation parameters and
forcefield followed ref 29. Figure 6 presents the IRMOF-10
structure with two isosurfaces corresponding to accessed

Figure 5. Example of DDR zeolite. (A) 1.5 × 1.5 × 1.5
supercell of DDR zeolite with probe accessible surface in a
periodic unit cell. (B) A number of snapshots presenting a
propagating front inside a porous material using binary cost
function. (C) A number of snapshots presenting a propagating
front inside a porous material using continuous cost function.
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volume at free energy level of 10kBT and 150kBT. As seen
in the Figure 6, the isosurface corresponding to higher energy
levels is closer to atoms, and therefore corresponding to
larger accessible volume. Continuous cost function allows
one not to treat guest molecules as hard spheres but rather
allow them to interpenetrate the framework atoms at a higher
cost (in our initial formulation we called the accessible
interpenetration region “rubber walls”24). In general, in case
of structures with inaccessible pockets, it may be sometimes
possible that setting a higher accessible energy level will
lead to exploration of new cavities separated by tight
windows with high energy barriers.

4. Conclusions

Inspection of the structure and the void space of a porous
material is a critical step in most computational studies

involving guest molecules. For example, detection of chan-
nels and inaccessible pockets is performed, depending on
application, before or after performing a molecular simulation.

We presented an automatic approach to perform such
structure inspection. In our approach, we used a partial
differential equations-based front propagation technique to
segment out features of the void space present in a periodic
unit cell of a material. We cast the problem as a path planning
problem in 3D space representing a periodic fragment of
porous material, and solve the resulting Eikonal equation by
using Fast Marching Methods. One attractive feature of this
approach is that the to-be-analyzed data can be of varying
types, including, for example, a 3D grid representing the
distance to the material’s surface, the potential or free energy
of a molecule inside the material, or even a histogram (a set
of snapshots) from a molecular simulation showing areas
which were visited by the molecule during the simulation.

The ultimate worth of the algorithm proposed here rests
in the ability to perform automatic unsupervised structure
analysis and thereby bypass the time-consuming manual
analysis. The time savings and reliability are substantial, and
further efficiency will come from parallel implementations,
leading to an automated high-throughput characterization
environment.

We are currently using our approach to characterize all
191 zeolites in the IZA database. Our initial results confirm
the need for the automatic structure analysis tools, especially
the presented application for detection and blocking of
inaccessible pockets in molecular simulations. For example,
when considering a probe with radii of 1.4 Å that mimics
the He atom, we found out that 22 zeolites have no valid
channels, 66 have just channel systems, and 103 (more than
50%!) have both channel systems and inaccessible pockets
that have to be blocked in molecular simulations. Similar
calculations conducted for the methane molecule (r ) 1.8
Å) indicated that 60 out of 191 zeolites have no valid
channels, 79 have just channel systems, and 52 have both
channel systems and inaccessible pockets.
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Figure 6. Example of IRMOF-10 metal organic framework.
Surfaces highlight accessible volume corresponding to free
energy threshold of 10kBT (orange) and 150kBT (red).
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A-8010 Graz, Austria

Received August 11, 2010

Abstract: The electronic structure of metal-organic interfaces is of paramount importance for
the properties of organic electronic and single-molecule devices. Here, we use so-called orbital
overlap populations derived from slab-type band-structure calculations to analyze the covalent
contribution to the bonding between an adsorbate layer and a metal. Using two prototypical
molecules, the strong acceptor 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ)
on Ag(111) and the strong donor 1H,1′H-[4,4′]bipyridinylidene (HV0) on Au(111), we present
overlap populations as particularly versatile tools for describing the metal-organic interaction.
Going beyond traditional approaches, in which overlap populations are represented in an atomic
orbital basis, we also explore the use of a molecular orbital basis to gain significant additional
insight. On the basis of the derived quantities, it is possible to identify the parts of the molecules
responsible for the bonding and to analyze which of the molecular orbitals and metal bands
most strongly contribute to the interaction and where on the energy scale they interact in bonding
or antibonding fashion.

1. Introduction

Over the past decade it has been increasingly acknowledged
that the understanding of metal-organic interfaces is crucial
for further improving organic (opto)electronic1,2 and single-
molecule devices.3-5 In this context, adsorbing organic
acceptors or donors onto electrodes provides a convenient
tool for modifying metal work functions and consequently
for tuning the alignment between the metal Fermi level and
the organic semiconductor states.6-14 A prototypical organic
acceptor is 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane

(F4TCNQ) (see right inset in Figure 1). F4TCNQ is a highly
promising candidate for decreasing hole-injection barriers
and has been thoroughly investigated in several spectroscopic
and theoretical studies.7-16 For efficiently decreasing electron-
injection barriers, doubly reduced viologens have recently
been suggested as particularly potent materials. This is
especially true for 1H,1′H-[4,4′]bipyridinylidene, HV0 (see
left inset in Figure 1), for which a very strong charge transfer
to the Au(111) surface has been predicted theoretically.17

This has later been confirmed experimentally for the more
stable doubly methylated derivative 1,1′-dimethyl-[4,4′]bi-
pyridinylidene. This material has been found to decrease the
work function of a Au(111) surface by 2.2 eV12 and to
concomitantly decrease also the electron injection barrier into
subsequently deposited organic electron transport layers such
as C60 and Alq3.12
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For both systems examined throughout this study, F4TCNQ
on Ag(111) and HV0 on Au(111), the induced work-function
modifications have been found to primarily originate from
interfacial charge transfer. For F4TCNQ it is dominated by
a nearly complete filling of the LUMO and for HV0 by a
partial emptying of the HOMO.12,16 A more in-depth
understanding of the interfacial charge-transfer processes can
be obtained from the density of states (DOS) projected onto
the states of the monolayer without the metal present (i.e.,
essentially onto the orbitals of the noninteracting molecules).
This quantity has been referred to as the “molecular orbital
DOS”.18 Integrating the individual molecular orbital pro-
jected DOSs up to the Fermi level yields the occupation of
the associated molecular states in the interacting system. The
respective results for F4TCNQ on Ag(111) and HV0 on
Au(111) are shown in Figure 1; an in-depth discussion of
the molecular orbital DOSs of these systems can be found
in refs 16 and 17. They indicate which molecular orbitals
effectively gain or lose electrons upon adsorption. The
underlying process that allows for fractional occupations is
a hybridization of the molecular states with the metal states
and the filling of only part of the resulting hybrid orbitals.
The reduced occupation of the HOMO in HV0 on Au(111)
and the nearly complete filling of the molecular LUMO for
F4TCNQ on Ag(111) are clearly visible; for the latter, also
a back-donation of electrons from deeper lying F4TCNQ
orbitals to the Ag(111) surface is visible as a reduced
occupation of the HOMO-12 to the HOMO-9. These states
have been identified as being localized on the terminal CN
substituents,15,16 which is a first indication for the strong
contribution of these groups to the metal-molecule bonding.

Their important role for the interaction can, furthermore,
be deduced from the strong molecular distortions occurring
upon adsorption that have been observed by X-ray standing

wave experiments for F4TCNQ on Cu(111) and by density
functional theory-based modeling on all coinage metals:15,16

The F4TCNQ molecule, which is planar in gas phase, bends
in a way that the terminal CN groups are closer to the surface
by several tenths of an Angstrom than the central ring (with
the absolute magnitude depending on the substrate metal).
A bent adsorption geometry has recently been confirmed by
scanning tunneling microscopy experiments on TCNQ (the
nonfluorinated analogue to F4TCNQ) on Cu(100).19 A
nonvanishing (albeit much smaller) distortion has been
calculated also for HV0 on Au(111).17 In both cases, the
bending gives rise to an intramolecular dipole which, in
addition to the above-discussed charge transfer, determines
the induced change in the substrate work function. The latter,
amounting to +0.85 eV for F4TCNQ on Ag(111) and -1.21
eV HV0 on Au(111), is another indication for a strong
metal-molecule interaction.16,17

Strong chemisorption usually leads to the establishment
of (partial) bonds between the adsorbates and the substrate
that goes hand in hand with a change of the bonding pattern
within the adsorbed molecule. A technique to analyze these
processes based on theoretical modeling was first introduced
by Hoffmann et al.18,20,21 They defined a crystal orbital
overlap population (COOP) to interrogate the bonding and
antibonding behavior of the atomic orbitals and their overlap
with the metal bands resolved on the energy scale. In the
present contribution, we describe what can be learned from
such atomic orbital-based overlap populations about the
covalent contributions to the bonding between organic
adsorbates and metal surfaces by performing an in-depth
analysis of the F4TCNQ/Ag(111) and HV0/Au(111) inter-
faces. Moreover, we expand the analysis tool to bonding and
antibonding contributions arising from the interaction be-
tween certain molecular orbitals and the metal. These
analyses allow identification of the individual atoms, the
metal bands, and the molecular orbitals dominating the
bonding process.

2. Methodology

All calculations presented here are based on optimized
adsorption geometries obtained from the plane-wave density
functional theory (DFT) code VASP, version 4.6.22,23 Details
on the applied methodology can be found in the respective
papers dealing with the electronic structure of F4TCNQ and
HV0 adorbates.15-17 Here, the same unit cells as in those
contributions are used, i.e.,

for F4TCNQ on Ag(111) and (3 × 31/2 × 5) for HV0 on
Au(111); the respective structures are included in the Supporting
Information. To ease the projection onto atomic and molecular
orbitals, we used the VASP geometries as an input to perform
a single self-consistency cycle in the atomic orbital based code
SIESTA24 version 2.0. There, the PBE exchange-correlation
functional, norm-conserving pseudopotentials based on rela-
tivistic calculations using the Troullier-Martins scheme, as well
as the same (3 × 3 × 1) Monkhorst-Pack25 k-point grids (as

Figure 1. Comparison of the molecular orbital occupation
of F4TCNQ on Ag(111) (circles), and HV0 on Au(111)
(squares). The filled (open) symbols represent molecular
orbitals that are occupied (unoccupied) in the isolated
molecules. The right y-axis representing the occupations
for F4TCNQ orbitals has been shifted by a constant to ease
the comparison. The chemical structures of HV0 (left,
1H,1′H-[4,4′]bipyridinylidene) and F4TCNQ (right, 2,3,5,6-
tetrafluoro-7,7,8,8-tetracyanoquinodimethane) are shown as
insets. A more in-depth discussion of these data can be
found in refs 16 and 17.

(4 -1
4 0 )
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in the VASP calculations) were used. A double-� polarized
(DZP) basis set with 15 atomic orbitals (AOs) for the metal
atoms, 5 AOs for the hydrogen atoms, and 13 AOs for all other
atoms has been used as implemented in the SIESTA code.24,26,27

Test calculations applying a single-� polarized (SZP) basis as
implemented in SIESTA24 and a user-generated28 triple-�
polarized (TZP) basis with 21 AOs for the metal and 17 for
the molecule (6 for H) were made to test the influence of the
basis-set size on the obtained results. We found virtually
identical results for the double- and triple-� basis sets. The
single-� calculations yielded equivalent trends but resulted in
some quantitative deviations, as discussed in the Supporting
Information.

In this context it should be noted that, naturally, well-
known shortcomings of density functional theory will to
some extent adversely impact the full quantitative validity
of the results in any such calculations. To minimize their
role, we have, however, carefully chosen the test systems
so that their impact should be comparably small. Moreover,
they affect in no way the main purpose of the present paper,
which is showing the versatility of orbital overlap populations
for describing metal-molecule bonding. They can, of course,
also be applied in future calculations that contain corrections
to the flaws of current (semi)local DFT implementations.

The above-mentioned shortcomings include the neglect of
van der Waals interactions by (semi)local functionals, which
can lead to an overestimation of the bonding distance. During
the past few years, several remedies to that problem have been
discussed.29 Here, to minimize its impact, we chose to study
strongly bonded systems, where at least for F4TCNQ on
Cu(111) a good agreement between theory and experiment has
been observed.15 Also the studied metal substrates were
deliberately chosen among the coinage metals, as the charge
transfer and interactions between a donor and Au (with the
largest work function) and an acceptor and Ag (with the smallest
work function) are particularly strong. Other effects including
the lack of derivative discontinuity of the functionals,30 the
occurrence of self-interaction errors,30 and improperly captured
correlation-screening at the metal-organic interface31,32 affect
the relative alignment between the adsorbate and the metal
states. In our test systems, this does at least not impact the
positions of the frontier orbitals, for which it has been
established theoretically and experimentally that they are pinned
at the Fermi energy.12,15-17 Also the positions and widths of
the metal bands are known to be reasonably well described using
relativistic pseudopotentials as in our calculations.33-35

3. Analysis of the Metal-Adsorbate Bonding

To elucidate the details of the bonding process, three different
types of quantities are used: (i) densities of states (DOSs),
(ii) orbital overlap populations (OoPs), and (iii) total overlap
populations (ToPs).

(i) Densities of states in various forms are frequently
applied to analyze interactions between adsorbate layers and
metals. They give the numbers of states per energy interval
either of the total system or projected onto a certain region
of space (e.g., molecular density of states, metal density of
states) or onto a volume element (local density of states).
Alternatively, the projection can also be onto individual

molecular orbitals of the noninteracting adsorbate (molecular-
orbital-DOS), as discussed in Introduction (cf. Figure 1). A
detailed DOS-based analysis of the HV0- and F4TCNQ-
metal bonding can be found in refs 16 and 17.

(ii) Orbital overlap populations (OoPs) for analyzing bonds
have originally been introduced by Hughbanks and Hoff-
mann20 in the form of a crystal orbital overlap population
(COOP). Its general definition is given by

Here, X and Y denote two groups of atoms and m and l
the corresponding orbitals representing the basis set; the cimkb

denote the linear combination of atomic orbital (LCAO)
coefficients for state εikb and the Smlkb indicate the overlap
matrices, where i is the band index. G is a line shape function,
which in our case is a normalized Gaussian.

One can distinguish between different types of OoPs
depending on which orbitals are included in the above
summation; furthermore, one can sum over OoPs between
different pairs of atoms or use different types of consistent
basis sets, with respect to which the above expansion
coefficients are defined. The latter results in different values
for the S and c’s in eq 1. The different types of OoPs used
throughout this work are summarized in Table 1.

First, we will use atomic orbitals in line with the work by
Hoffmann et al.,18 which contains also a number of examples
for the application of such OoPs to instructive test cases.
Subsequently, we will combine the molecular orbitals of the
isolated monolayer and the atomic orbitals of the metal slab
to create a new basis36 that is particularly useful for analyzing
the interaction in a chemically intuitive way. A schematic
illustration to explain this kind of OoP is provided in Figure
2, which shows how a molecular orbital interacts with a metal
band. Among other effects, this causes a broadening of the
orbital and the formation of hybrid states. Those that are of
bonding character are typically located at energies below the
original orbital, while antibonding states are located above.
Hence, the OoP of the derived hybrid band is positive at
low energies, cuts through zero at the position of the
molecular orbital, and is negative at higher energies. This
characteristic pattern is observed here for all molecular
orbital-related OoPs (see section 4.3 and the corresponding
Supporting Information), although the detailed shapes of the
OoPs are usually more complex than in the schematic picture
in Figure 2. Note that a very strong interaction with the
substrate, such as the formation of covalent bonds, could
result in deviations from this picture, if it causes a rehybrid-
ization of the states within the molecule. This is because in
such a situation, the assumption of a single broadened
molecular orbital is no longer appropriate.

(iii) To analyze the total contribution of the interaction
between X and Y to the bonding in the investigated system,
a total overlap population (ToP) can be introduced. It is
defined as the integral over the corresponding OoP up to
the Fermi energy; i.e., it is the integral over the “occupied”
part of the respective OoP (cf., Figure 2). This quantity has
been shown to scale with the bond order18 and, consequently,
is closely related to the bond length and the bonding strength.

OoPX,Y(E) ) ∑
m∈X,l∈Y,i,kb

cimkb* cilkbSmlkbG(E - εikb) (1)
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ToPs can be calculated for all of the above-described OoPs
and will be shown in the following whenever they provide
additional insight. They will simply be denoted by replacing
OoP with ToP in the quantities described in Table 1.

To avoid confusion, we will refrain from an excessive use
of acronyms; i.e., we will write the “full” names of the above
quantities apart from the acronyms OoP and ToP.

4. Results and Discussion

The focus of the current manuscript is on using various types
of overlap populations for analyzing the metal-molecule
interactions. Therefore, in the main manuscript, we will
refrain from discussing changes in the intramolecular OoP
that occur due to adsorption-induced geometric deformations
of the molecules.15,17 The latter can, however, be found in
the Supporting Information.

4.1. Orbital Overlap Population (OoP) between the
Molecules and the Metal. Bonding between HV0 and a
Au(111) Surface. As a first step, the metal-molecule OoP
will be used to investigate the bonding between the molecules
and the metal. The metal-molecule OoP of HV0 on Au(111)
is shown as a black, solid line in Figure 3. Its shape around
the Fermi energy is reminiscent of the “classical” situation
described by Hoffmann for CO on Ni(100)18 that is also
sketched in Figure 2: The lower energy part of the band
adopts a bonding and the upper energy part an antibonding
character, as seen in the region marked by an ellipse in Figure
3. As the HOMO-derived band of the HV0 layer is only
partially occupied due to the charge-transfer (cf., Introduc-
tion), it is not surprising that the Fermi energy depicted as
a vertical dash-dotted line cuts right through the bonding to
antibonding wave. At this point, only the significantly larger
magnitude of the bonding feature might appear somewhat
surprising. We will return to that and also identify the origin
of the strongly bonding features at -0.6 eV and -3.6 eV,
when discussing the molecular orbital-metal OoP for this
system.

To identify the parts of the molecules that most strongly
contribute to the metal-molecule interaction, metal-molecule
“part” OoPs were calculated. The most relevant is the one
associated with the two outer secondary amine groups
together with their hydrogen atoms, the metal-moleculeamine

OoP. It is shown as a dash-dot-dotted line in Figure 3 and
reproduces the positions of the main features of the
metal-molecule OoP. This indicates that the secondary

Table 1. Definition of Orbital Overlap Populations Used
throughout This Manuscript

intramolecular OoP used in Supporting Information

Here, X and Y in eq 1 denote selected pairs of atoms within the
molecule; m and l contain all AOs of the selected atoms. The
resulting OoP then serves to analyze the bond between X and Y.
metal-molecule OoP used primarily in section 4.1

In this case, X refers to all atoms of the top two metal layers (the
lower-lying layers do not contribute to the OoP) and Y to all
atoms of the adsorbed molecule(s); m and l again include all
related AOs. This quantity describes the overall bonding between
the adsorbate layer and the metal substrate.
metal“z”-band-molecule OoP used primarily in section 4.2

This quantity is equivalent to the metal-molecule OoP, with the
exception that only specific orbitals are included in the
summation over the metal atoms. In the present case, “z” ) “s”
and “z” ) “d” will be studied to analyze the contributions from the
metal s- and d-bands. Equivalently, one could also define an
OoP in which only s- or p-type orbitals on the molecule are
included; such an analysis would, however, be inferior to the
metal-“molecular orbital” OoP discussed below.
metal-molecule“part” OoP used primarily in section 4.1

Here, the summation over Y runs only over a few selected atoms
of the molecule(s). These can, for example, be the CN groups of
F4TCNQ (“part ” ) “CN”). m and l again include all metal AOs
and the AOs localized on the chosen part of the molecule,
respectively. This quantity allows the study of bonding and
antibonding interactions between a specific part of the molecule
and the metal.
metal- “molecular orbital” OoP used primarily in section 4.3

This OoP allows partitioning of the metal-molecule OoP into
contributions from specific molecular orbitals. It is defined such
that X and m include all metal AOs and the cimkb are the
corresponding LCAO coefficients. Y defines a single or a range
of molecular orbitals, and the cilkb correspond to the linear
combination of molecular orbital coefficients (LCMO).36 This
quantity allows identification of the contributions of chosen
molecular orbital(s) to the metal-molecule OoP. For example, for
“molecular orbital” ) “HOMO”, the bonding and antibonding
overlap population between the molecular HOMO and the metal
is obtained as a function of energy. In this context, it should be
mentioned that summing over all the metal-“molecular orbital”
OoPs recovers the metal-molecule OoP.

Figure 2. Schematic illustration of the interaction between a
molecular orbital and a metal band giving rise to the
metal-“molecular orbital” overlap population (OoP). The
rightmost panel shows the OoP integrated over energy with
the value of that curve at EF corresponding to the total overlap
population (ToP) associated with that orbital.

Figure 3. Metal-molecule OoP of HV0 on Au(111), black
line. The dash-dot-dot line represents the metal-moleculepart

OoP where the part of the molecule consists of only the outer
secondary amine groups with their hydrogen atoms. The
Fermi edge is set to zero, and the horizontal line divides
bonding (positive) and antibonding (negative) areas. The
ellipse marks the area around EF that is discussed in the main
text.
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amines are to a large extent responsible for the covalent
contribution to the bonding between HV0 and Au. This can
at least to some degree be associated with the calculated
slight bending of the these groups toward the surface.17

OoP of F4TCNQ on Ag(111): The Impact of Bending. As
the bending of the F4TCNQ molecules adsorbed on Ag(111)
is much stronger,16 it is advisable to first study the hypotheti-
cal case of a planar adsorbate (see structure in the top of
Figure 4) and only as a second step investigate the impact
of bending. The metal-molecule OoP for planar F4TCNQ
on Ag(111) with the central ring at the same adsorption
distance as in the fully relaxed structure (i.e., 3.21 Å above
the metal)16 is shown in Figure 4. A side view of the
adsorbed molecule with the top metal layer is shown above
the graph. The region around EF looks qualitatively similar
to HV0, with a bonding to antibonding transition. Also the
absolute magnitude of the OoP peaks is comparable. Here,
the features around EF are related to the former LUMO
which, due to the accepting nature of F4TCNQ, becomes
slightly occupied. However, the amount of charge transfer
is significantly lower than for the fully relaxed, bent
adsorption geometry where a nearly complete filling of the
LUMO has been observed as discussed in the introduction
section and in ref 16.

The bending down of the terminal CN groups has dramatic
consequences for the metal-molecule OoP. The result for
the fully relaxed (i.e., strongly bent) adsorption geometry is
shown in Figure 5 as a solid black line. Compared to the
planar case in Figure 4, the whole region around EF has
become antibonding, and there is a strong negative peak at
-3.3 eV. These are more than compensated by strongly
bonding OoP contributions between -4.0 eV and -7.0 eV,
which results in an increase of the corresponding total overlap
population from 0.09 for the planarized adsorbate layer to
0.26 for the fully optimized case. It should be noted that the

y-scales in Figures 3 and 4, on the one hand, and Figure 5,
on the other hand, differ by a factor of 10(!).

Considering that the main difference between the planar
and the fully optimized geometry is that in the latter the CN
groups are bent down by 1.23 Å (position of the N-atoms),
it is reasonable to assume that they must also be responsible
for the huge changes in the OoP. This can be checked, by
calculating the metal-moleculeCN OoP in which only the
interaction between the N and C atoms of the four terminal
CN groups with the metal are considered. The corresponding
OoP curve is shown as a dash, dot-dotted gray line in Figure
5. To be visible in the plot, the curve had to be shifted
because the result is virtually identical to the full metal-
molecule OoP. This confirms the leading contribution of the
CN groups in the covalent part of the metal-molecule
bonding in the fully relaxed geometry. This finding also
implies that the prominent features in Figure 5 are related
to molecular orbitals largely localized on the CN groups. A
more in-depth analysis of the origin of the peaks addressing
this question will be provided in section 4.3.

4.2. The Role of the Metal s- and d-Bands. In the next
step, the role of the metal in the bonding process is investigated.
The metals band-molecule and metald band-molecule OoPs for
HV0 on Au(111) are shown in the top part of Figure 6. The
corresponding ToPs are contained in the bottom part of Figure
6 for an extended energy range.

In this context it needs to be mentioned that in our
calculations, the Au(111) d-band starts around -2 eV below
EF and has a width of 4.5 eV consistent with the calculations
in ref 37. Interestingly, all strong d-band contributions to
the overlap population have a positive sign below the Fermi
edge. The metals band-molecule OoP starts contributing much

Figure 4. Metal-molecule OoP for the hypothetical case of
a planar F4TCNQ monolayer adsorbed on Ag(111). The Fermi
edge is set to zero, and the horizontal line divides bonding
(positive) and antibonding (negative) areas. On top of the
graph, a side view of an adsorbed planar F4TCNQ molecule
is shown together with the top metal layer.

Figure 5. Metal-molecule OoP of F4TCNQ on Ag(111),
black line, and metal-moleculepart OoP of only the CN atoms
of the molecule with the metal, red-shifted curve. The Fermi
edge is set to zero and the horizontal line divides bonding
(positive) and antibonding (negative) areas. On top of the plot,
a side view of an adsorbed fully relaxed F4TCNQ molecule
is shown together with the top metal layer.
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lower in energy (approximately -22 eV below EF, which is
attributed to the hybridization of low-lying molecular orbitals
with parts of the metal s-band at higher energies). Its
contributions to the overlap population are essentially bond-
ing below the Fermi edge as well. As a result, about 2/3 of
the metal-molecule ToP originates from the bonding to the
Au s-electrons.

Qualitatively, a different pictures arises when studying the
influence of the metal bands for the bonding process of
F4TCNQ on Ag(111). In Ag, we calculate the onset of the
d-band at ca. -3 eV (i.e., 1 eV lower than for Au) and the
d-bandwidth as ca. 4 eV. Here, the interaction with the
Ag d-band plays a strong role for the bonding OoP between
-7 and -4 eV and even dominates the antibonding feature
between -4 and -2 eV, as shown in Figure 7 (top), i.e., the
interaction of the bent-down CN groups with the metal has
a strong contribution from the Ag d-orbitals. The integral
over the metald-molecule OoP in Figure 7 (bottom) reveals
that the bonding and antibonding contributions largely cancel.
In fact, in contrast to HV0 on Au(111) with its small positive
metald-molecule ToP, here the antibonding d-band contribu-
tions slightly outweigh the bonding ones, resulting in a small
negative metald-molecule ToP. This is far outweighed by

the contribution from the s-band, for which especially the
interaction with the CN groups is nearly exclusively bonding
(Figure 7 (top)).

4.3. Molecular Orbital-Metal OoP. Finally, the mo-
lecular orbitals need to be identified, whose hybridization
with the metal states gives rise to the various bonding and
antibonding features in the above OoPs; i.e., we will discuss
the metal- “molecular orbital” OoPs for HV0 on Au(111)
and F4TCNQ on Ag(111). As in the present adsorbates, one
frequently encounters groups of orbitals with similar char-
acter, we will “group” them in the following discussion for
the sake of clarity. The corresponding OoPs for the individual
orbitals can be found in the Supporting Information. The
results for the OoPs associated with the most relevant (groups
of) orbitals for HV0 on Au(111) are displayed in the left
column of Figure 8. It is shown that the strongly bonding
OoP of HV0 on Au(111) peaking at 3.6 eV is mostly a
superposition of contributions from HOMO-3 and HOMO-2
derived states. Interestingly, an integration of the metal-
HOMO-2 and metal-HOMO-3 OoPs shows that for these
orbitals this strongly bonding peak is completely compen-
sated by antibonding contributions closer to EF (see right
column of Figure 8). Also for the HOMO-1 (shown only in
the Supporting Information), bonding and antibonding

Figure 6. (top) Metal-molecule OoP (black, solid line) and
metals,d band-molecule OoP of HV0 on Au(111) (top graph)
and integrated metal-molecule and metals,d band-molecule
OoP of HV0 on Au(111) (bottom graph). The red, dashed line
represents the metals-band-molecule interaction, the green,
dash, dot-dotted line the metald-band-molecule interaction. The
vertical dash, dot-dotted line represents the Fermi energy,
which is set to zero.

Figure 7. (top) Metal-molecule OoP (black, solid line) and
metals,d band-molecule OoP of F4TCNQ on Ag(111) and (bottom)
integrated metal-molecule (black, solid line) and metals,d band-
molecule OoP of F4TCNQ on Ag(111). The red, dashed line
represents the metals-band-molecule interaction, the green, dash,
dot-dotted line the metald-band-molecule interaction. The vertical
dash, dot-dotted line represents the Fermi energy, set to zero.
The horizontal line in the top part divides bonding and antibond-
ing contributions.
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features cancel and the ToP becomes zero. Of all occupied
orbitals considered in Figure 8, only the metal-HOMO ToP
doesnotvanish.ThecorrespondingOoP, i.e., themetal-HOMO
OoP is also responsible for the bonding to antibonding
transition at EF. However, it cannot explain its asymmetry
as well as the magnitude of the peak at -0.6 eV. As shown
in Figure 8, these features can only be rationalized by the
partial occupation of unoccupied orbitals, namely the LU-
MO+3 and LUMO+4 (cf., Figure 1). Each of these orbitals
displays a ToP contribution comparable to that of the
HOMO. This is surprising, as the molecular orbital DOS of
these two orbitals in Figure 1 shows that they do not bear
significant electron density because they are filled to only
about 2%17 and, therefore, have received no attention in
previous studies.17 An orbital representation of these two
states reveals the orbitals’ σ-character and their large
amplitudes around the secondary amine parts of the molecule.
Exactly these parts of the molecule have been identified
above to be of particular importance, when comparing the
metal-moleculeamine OoO to the metal-molecule OoP. Thus,
as a net effect, the hybridization between metal states and
unoccupied molecular states contributes more than 1/3 of
the overall metal-molecule ToP, which is surprising for the
adsorption of a strong electron donor. The rest of the ToP
stems from deeper lying orbitals that are not included in
Figure 8.

The analysis of the metal-“molecular orbital” OoP for
F4TCNQ on Ag(111) confirms the notion that deep lying
orbitals with large amplitudes on the CN groups are crucial
for the development of the strong bond.15,16 The metal-
“molecular orbital” OoPs of the HOMO-12 to HOMO-9 (cf.,
Introduction) are responsible for the most strongly bonding
feature at about -6.3 eV, as shown in the left column of

Figure 9. However, they do not completely explain the
bonding to antibonding transition at somewhat higher ener-
gies, which is mostly due to the contributions from the hybrid
states formed by the HOMO-8 to HOMO-5 and the metal.
Albeit the details of the shapes of the HOMO-12 to HOMO-
9, the HOMO-8/HOMO-7, and the HOMO-6/HOMO-5
orbitals differ (see central column in Figure 9), they are all
strongly localized on the terminal -CN group.

The LUMO-derived OoPs display a bonding to antibond-
ing transition at -0.2 eV (similar to the HOMO-derived
feature giving rise to a bonding to antibonding transition at
about -1.2 eV; see Supporting Information). Compared to
the OoPs related to HOMO-12 to HOMO-5, the respective
contributions are, however, so weak that they are hardly
visible in the metal-molecule OoP.

An analysis of the corresponding ToPs displayed in the right
column of Figure 9 shows that, not unexpectedly, the dominant
contribution to the covalent part of the metal-molecule bonding
comes from the HOMO-12 to HOMO-9 contributions.

4.4. Comparison between Orbital Overlap Popu-
lations and the DOS Projected onto the Molecular
Region. Finally, the relation between the metal-molecule
OoP and the DOS projected onto the molecular region need
to be discussed. Here, one has to keep in mind that the
prerequisite for a nonvanishing metal-molecule OoP in a
certain energy region is that there metal-molecule hybrid
orbitals must exist, i.e., the region will typically be close to
the respective bands of the isolated molecular layer and metal
slab. Moreover, the orbitals on the molecule and the metal
need to overlap, which finds its mathematical manifestation
in the overlap integral in eq 1. Keeping that in mind, the
similarities and differences between the molecular DOS and

Figure 8. Left column: Metal-“molecular orbital” OoP analysis for HV0 on Au(111). The most significant (groups of) molecular
orbitals and their OoPs with the metal are shown. From top to bottom: HOMO-2 plus HOMO-3, HOMO, LUMO+3 plus LUMO+4,
and the total molecule-metal OoP; central column: shapes of the HOMO-2, the HOMO, and the LUMO+3 as representative
examples; right column: corresponding integrated OoPs. ToPs and OoPs for all individual orbitals can be found in the Supporting
Information.
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the metal-molecule OoP can be well understood and are
shown in Figure 10 for the example of F4TCNQ on Ag(111).

The dominant metal-molecule OoP features between -7.0
and -2.5 eV correlate well with an energy range of increased
DOS in the molecular region, especially in the region around
the downward bent N-atoms (green dash-dotted and red-
dashed line in Figure 10, respectively) and a very large DOS
in the metal in exactly that energy range due to the d-bands
(vide supra). Also for the features at higher energies, a
correlation with the DOS projected on the N-atoms and the
metal-molecule OoP is well visible. The overall magnitude
of the OoP is, however, somewhat lower due to the lack of

metal-d-band contributions. The bonding to antibonding
transitions in the OoP are, of course, not visible in the DOS.
Figure 10 also shows that the OoP is clearly different from
a DOS simply separated into bonding to antibonding
contributions. This is evidenced, for example, by only very
small OoP peaks associated with the DOS maxima below
-6.8 eV and at -1.8 eV that are not associated with the
downward-bent N-atoms, which manifests itself in small
overlap integrals and, thus, in a reduced OoP.

5. Conclusions

We introduce a number of versatile tools for analyzing the
covalent contribution to the bonding between organic
adsorbates and metal surfaces that are derived from the
crystal orbital overlap population introduced by Hoffmann
et al.18 These tools allow the identification of energies at
which metal-molecule hybrid states have bonding and anti-
bonding character, respectively, and together with the calculation
of a total overlap population they provide a measure for the
total covalent bonding strength. Overlap populations enable the
identification of the atoms and groups of the molecule that most
strongly contribute to the bonding and also make it possible to
quantify the role of different metal bands as well as (sets of)
molecular orbitals in the bonding process.

As instructive examples, we apply various overlap popula-
tions to explain the bonding between a particularly strong
electron donor, HV0, and Au(111) and the prototypical
acceptor F4TCNQ and Ag(111). For the former example,
they highlight the contribution of otherwise easily overlooked
unoccupied orbitals that become only slightly occupied in
the course of the bonding but have large amplitudes on those

Figure 9. Left column: Metal-“molecular orbital” OoP analysis for F4TCNQ on Au(111). The most significant (groups of) molecular
orbitals and their OoPs with the metal are shown. From top to bottom: Sum of HOMO-12 to HOMO-9, sum of HOMO-8 to
HOMO-5, LUMO and the total molecule-metal OoP. Note that the scale for the metal-LUMO OoP differs from the others by a
factor of 10. Central column: shapes of the HOMO-9, the HOMO-7, the HOMO-5, and the LUMO shown as representative
examples; right column: corresponding integrated OoPs. ToPs and OoPs for all individual orbitals can be found in the Supporting
Information.

Figure 10. Normalized metal-molecule OoP (black solid
line), DOS projected onto the molecular region (green dash-
dotted line), and DOS projected onto the region around the
N-atoms (red dashed line) for F4TCNQ adsorbed on Ag(111).
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parts of the molecules that are closest to the metal. For
F4TCNQ on Ag(111), the pivotal contribution of the terminal
CN groups and the orbitals localized on those groups is
identified.
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Abstract: Bacterial di-iron hydrogenases produce hydrogen efficiently from water. Accordingly,
we have studied by first-principles molecular-dynamics simulations (FPMD) electrocatalytic
hydrogen production from acidified water by their common active site, the [FeFe]H cluster,
extracted from the enzyme and linked directly to the (100) surface of a pyrite electrode. We
found that the cluster could not be attached stably to the surface via a thiol link analogous to
that which attaches it to the rest of the enzyme, despite the similarity of the (100) pyrite surface
to the Fe4S4 cubane to which it is linked in the enzyme. We report here a systematic sequence
of modifications of the structure and composition of the cluster devised to maintain the structural
stability of the pyrite/cluster complex in water throughout its hydrogen production cycle, an
example of the molecular design of a complex system by FPMD.

1. Introduction

There is currently a great deal of scientific and technological
interest in the photo- or electrocatalytic production of
hydrogen from water. Metallic platinum has suitably high
catalytic activity with a turnover number on the order of 103

per second but is too rare and expensive an element for large-
scale deployment. A correspondingly active catalyst com-
prised of earth-abundant elements is needed. Now, the
hydrogen evolution reaction 2H+ + 2e- f H2 is a central
process in the global biological energy cycle. It is mediated
by three different classes of enzymes with multiple
subgroups.1,2 Of these, the di-iron hydrogenases found in
hydrogen-producing microorganisms have the highest turn-
over frequency, over 9000 H2 molecules per second at room
temperature, almost an order of magnitude faster than that

of Pt.2 These enzymes have been extensively studied both
theoretically3–13 and experimentally.14–24 Removed from the
protein environment, their active site, the [FeFe]H cluster,
could be an attractive candidate for a catalyst for hydrogen
production from water by electro- or photocatalysis.25 It is
composed of abundant elements and is small enough to pack
densely. However, it seems unlikely that the [FeFe]H cluster
could, without changes in its structure and composition, retain
its hydrogen production activity and remain structurally stable
throughout its catalytic production cycle when removed from
its specialized, protected environment within the enzyme and
exposed to water. To explore the needed changes, we have
carried out a theoretical study of hydrogen production by
the active center of the di-iron enzyme, starting with the bare
[FeFe]H cluster detached from the enzyme without a change
in structure or composition, linked to a pyrite surface acting
as an electrode, and immersed in acidified water. We
modeled this functionalized surface and investigated its
stability and catalytic properties using static density func-
tional theory (DFT) calculations and first-principles molec-
ular-dynamics (FPMD) simulations.26 The pyrite surface was
chosen because its atomic structure is compatible with that
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of the [FeFe]H cluster and a priori suggests the possibility
of stable linkage and easy electron transfer to the cluster.
Not surprisingly, we found that the [FeFe]H cluster did not
remain structurally stable in contact with acidified water
during the course of its hydrogen production cycle. We then
initiated a systematic search for structural and compositional
modifications which could establish stability while maintain-
ing suitable hydrogen production activity. We found that it
is indeed possible to realize a strongly linked cluster
configuration on the pyrite surface able to produce hydrogen
efficiently and stably from acidified water. The details of
the hydrogen production cycle of that configuration are
reported elsewhere.27 Here, we report the detailed numerical
studies and analyses of the sequence of changes leading to
the successful configuration, a process of scientific interest
in its own right and, more generally, an illustration of the
potential of FPMD for the molecular design of quite
complicated chemical systems.

In the [FeFe]H cluster, two iron atoms are coordinated with
CO and CN ligands and bridged by a chelating group,
S-CH2-X-CH2-S, where X can be a NH (DTMA) or CH2

(PDT) group, cf. Figure 1a.20 In the enzyme, one of the two
iron atoms, the proximal iron (Fep), is connected to an
iron-sulfur cluster (a cubane) via the sulfur of a cysteine.20

The other iron is the distal iron (Fed). Two important groups
of isomers have been identified,4,28 CO-bridging (µ-CO) and
CO-terminal (COT). They differ in the position of one of
the CO ligands. In COT, each CO is connected to only one
of the two iron atoms, while in µ-CO, the configuration of
the active ready state of the enzyme,18 there is one CO
bridging the two iron atoms leaving a vacant coordination
site V on Fed. In previous work,29 we showed that the CO-
bridging configuration had to be stable for the [FeFe]H cluster
of hydrogenase to function as an efficient hydrogen-produc-
tion catalyst. We found that in vacuo, however, the CO-
terminal configuration was slightly more stable and would
effectively stop catalytic action. Since in practical applica-
tions the cluster would be immersed in acidified water, we
subsequently studied30 the effects of a water environment
on its structure and reactivity. The electrons were added
without considering the electrode explicitly. The main
advantages of the model used in ref 30 were that the
electrostatic effects, the dynamics of the proton diffusion in
water via the Grotthuss-shuttle mechanism, and the proton
sharing between the cluster and the water molecules were
all taken into account in the FPMD computations. The main
results were that (i) interconversion between the bridging
and terminal configurations occurs without significant activa-

tion energies; (ii) the presence of terminal isomers does not
stop the catalytic activity because a local hydrophobicity
kinetically prevents the formation of a low-energy COT

isomer in which a proton bridges the two Fe atoms (µ-H);
(iii) there are at least three different pathways for H2

production by the bridging configuration which involve a
sequential protonation of Fed only or of both Fed and DTMA;
and (iv) the bare active center of the di-iron hydrogenases
can be an efficient catalyst for H2 production provided that
electrons are transferred to the cluster. However, we also
found (v) that when the cluster is detached from the enzyme
and immersed in acidified water, there are configurations in
which the bond between Fep and the linking sulfur is weak
and can break. The stability of the link between the electrode
and the di-iron cluster thus emerged as a key issue in the
design of a viable system. Accordingly, in the present work,
we first focused our simulations on the linkage between the
catalyst and FeS2(100), the most stable surface of pyrite. We
searched for structural and minor compositional modifications
of [FeFe]H which would lead to stable attachment while
preserving the vacant coordination site on Fed in a config-
uration which exposed it to the water. We found such a
configuration, one which formed a strong tridentate link to
the surface, as described in section 3, and produced hydrogen
successfully, as described in section 4.2. However, during
the course of the cycle, the link of Fep to the chelating bridge
was susceptible to breaking upon protonation of the bridging
sulfur, which is exposed to the water, as described in section
5.1. Substitution of a PH group for that S eliminated the
instability and maintained the hydrogen production capability,
as discussed in section 5.2. We denoted the resulting cluster
[FeFe]P because of the importance of the phosphorus
substitution, and we give an account here of our systematic
transformation of [FeFe]H from its in-the-enzyme configu-
ration to [FeFe]P linked to FeS2(100).

2. Methods

Our study is based on Car-Parrinello (CP)26 FPMD simula-
tions of the [FeFe]H cluster in a liquid-water environment
with or without hydronium ions. The FPMD simulations were
performed within the framework of density-functional theory
in the local-spin-density approximation supplemented by
generalized-gradient corrections31 as implemented in the CP
code of the Quantum-ESPRESSO package.32 We employed
ultrasoft pseudopotentials33,34 with plane-wave expansions
of the Kohn-Sham orbitals and the augmented density up
to kinetic energy cutoffs of 30 and 240 Ry, respectively.
The pyrite electrode was modeled in a slab geometry with
(100) surfaces and 3D periodic boundary conditions at the
experimental lattice constant, 5.428 Å.35 (Our theoretical
lattice constant, computed with fully converged Brillouin
zone (BZ) sampling, is 5.404 Å, only 0.4% shorter than the
experimental one.) We used a 2 × 2 supercell having the
ideal bulk termination of the slab. The slab was nine-atomic-
layers-thick (24 FeS2 units, cf. Figure 2) in a tetragonal
simulation box with a ) 10.856 Å and c ) 21.712 Å with
a vacuum width between slabs of 15 Å. The atoms of the
three bottom layers were fixed to their positions in the clean

Figure 1. Sketches of the active center of di-iron hydroge-
nase in the bridging (a) and in the terminal (b) configurations.
In a, the configuration in the enzyme, the distal iron has a
vacant site, indicated by V, which can coordinate ligands such
as CO, H2O, etc. The “X” in the chelating S-CH2-X-CH2-S
group stands for CH2, NH, or O.18
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surface during geometric optimizations of the supported
catalyst, whereas all atoms were free to move during the
FPMD simulations. We used only the Γ point to sample the
surface BZ for both FPMD and structural optimizations. Test
calculations comparing the results of the Γ-point integration
with those of a k-point mesh showed differences in relative
energies on the order of kBT. We attached a sequence of
progressively further modified di-iron [FeFe]H clusters (see
section 3) to the FeS2(100) surface and added 37 water
molecules between slabs to simulate immersion of the
supported cluster in water of real density. A fictitious
electronic mass of 350 au and a time step of 0.072 fs were
used in the FPMD simulations. The deuterium mass was used
for hydrogen to allow for a longer time step. Constant
temperature was imposed on the ions by a Nosé-Hoover
thermostat.36 In situations where the system’s HOMO-LUMO
energy gap was “small” (less than 0.1 eV), adiabaticity of
the FPMD trajectory was maintained by coupling two
separate Nosé-Hoover thermostats to the nuclear and
electronic subsystems.37 Static calculations on the isolated
[FeFe]H cluster in vacuo were performed using the PW code
of the Quantum-ESPRESSO package.32 Energy barriers were
calculated using the climbing-image nudged-elastic-band
(NEB)38 and string methods.39 For geometry optimizations
and energy-barrier determinations, the norm of the force
vector was required to be smaller than 5 meV/Å at
convergence. Different pseudopotentials were used for the
iron atoms of the cluster and for those of the pyrite slab,
with 16 and 8 electrons explicitly treated as valence electrons,
respectively. This choice reduced the computational cost
without affecting the accuracy of our description of the
delicate chemistry involving the two iron atoms of the
[FeFe]H or [FeFe]P cluster. The validity of DFT for address-
ing the electronic and chemical properties of the FeS2

surface40–43 and the di-iron cluster in different environments
is well established.3–12,29,30 Because the duration of our
simulations is limited to a few picoseconds, each computed
trajectory may remain sensitive to the initial conditions
imposed. To overcome this possible source of bias, we
normally compute several trajectories spanning a representa-
tive range of initial conditions.

3. Model

3.1. FeS2(100) Surface. The stoichiometric (100) surface
of pyrite is formed by breaking the Fe-S bonds between
adjacent (100) atomic layers while keeping the sulfur-dimer
units intact. The S and Fe atoms on the FeS2 surface are
three- and 5-fold coordinated, respectively, whereas they are
four- and 6-fold coordinated in the bulk. The LUMO of the
clean defect-free surface derives from the dz

2 orbitals of the
surface iron atoms, and the computed band gap is 0.50 eV
(0.42 eV for bulk pyrite, compared to the experimental value
of ∼0.9 eV,44 a typical DFT underestimate, not of concern
in the present studies).

Water adsorption on the FeS2 (100) surface has been
extensively studied both theoretically40,43,45–47 and experimen-
tally,48,49 see refs 50 and 51 and references therein. In
agreement with these previous studies, we found that water
adsorbs in molecular form via a coordinative covalent bond
between a lone-pair orbital of its oxygen and an empty dz2

orbital of a surface iron atom. The computed adsorption
energy is 0.57 eV at low (1/8 ML) coverage. Due to
intermolecular H-bond formation, this binding energy in-
creases slightly with increasing coverage and becomes 0.62
eV at full (1 ML) coverage.

3.2. Supported Catalyst. Failure of Terminating Thiol
Linkages. In modeling the [FeFe]H cluster in our earlier
works,29,30 we followed the common procedure of replacing
the cysteine linking Fep to the cubane within the enzyme by
a methylthiol as in Figure 1b. In analogy with the link
between the [FeFe]H cluster and the cubane in the enzyme,
it is possible to attach the catalyst to the pyrite surface using
the sulfur atom (S) of that SCH3 to connect Fep to one of
the surface Fe atoms (Fesurf1). A sketch of this configuration
is shown in Figure 3. We optimized its geometry in vacuo
and found in addition that the CN group connected to Fep

Figure 2. Side view of the FeS2 (100) surface modeled in a
geometry having a slab nine-atomic-layers-thick separated by
15 Å of vacuum in a tetragonal simulation box with a ) 10.856
Å and c ) 21.712 Å. Fe atoms are dark red, and S atoms are
yellow.

Figure 3. Hypothetical geometry of the [FeFe]H cluster linked
to a (100) FeS2 surface via a linking S atom, labeled S. The
distal and the proximal iron are indicated by the labels Fed

and Fep, respectively. Fep and Fed are bridged by di(thiom-
ethyl)amine (DTMA, S-CH2-NH-CH2-S). Fe atoms are
dark red. S atoms are yellow. C atoms are dark gray. N atoms
are blue. O atoms are red. H atoms are light gray. The cluster
atoms and the surface atoms are represented by balls and
sticks. The remaining slab atoms are represented by cylinders.
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((CN)p), which lies close to the surface, can easily make a
dative bond with a nearby Fe atom (Fesurf2). Binding the
SCH3 to Fesurf1 restores the 6-fold coordination the latter
would have had in the bulk, which leads to a relatively short
Fesurf1-S distance, 2.4 Å. Upon protonation of Fed during
the course of the H2 production cycle, however, the Fep-S
bond breaks. This is analogous to the weakening of the
Fep-SCH3 link observed on protonation of the methylthiolate
in water in the absence of the electrode,30 with the Fesurf1-S
bond playing the role of the thiolate protonation. To increase
the stability of the Fep-S bond, we removed the CH3 group
connected to the linking sulfur, which is then 2-fold
coordinated. We found that this sulfur is usually deprotonated
in water;30 nevertheless, the Fep-S bond breaks when the
sulfur occasionally does become protonated. We conclude
that an Fep-S-Fesurf1 linkage is not stable. The fact that an
analogous thiol linkage does occur in the enzyme suggests
that the enzyme pocket provides the stabilization.

Dispensing with the Added Thiol; Protonation of the
CN’s. To circumvent the above problems, we removed the
SCH3 group entirely and connected the Fep directly to a sulfur
atom on the pyrite surface, Ssurf, in effect substituting Ssurf

for the linking sulfur of the enzyme. As the S atoms on the
surface are undercoordinated, this link to Fep restores the
bulk 4-fold coordination of Ssurf. A further stabilization of
0.38 eV is provided by the interaction between the N atom
of (CN)p and an Fe atom on the surface. In addition, the CN
groups connected to both Fep and Fed, (CN)p and (CN)d, are
protonated, as usually found in water.30 The optimized
geometry is shown in Figure 4. The Fep-Ssurf bond length
is 2.243 Å, even shorter than the bulk Fe-S separation, 2.264
Å. However, only COT is stable in this linking geometry;
µ-CO is unstable and converts to COT. The strong Fep-Ssurf

bond destabilizes the bond between the Fep and the µ-CO
group bridging the two iron atoms by withdrawing electron
density from the Fep-(µ-CO) bond. We conclude that a
further modification of the cluster is needed as there is no
vacant coordination site exposed to the water and available
for hydrogen production.

Adopting the µ-(CN)d-H Configuration. In ref 30, we
reported observing an unusual structure, one with the
protonated (CN)d bridging the two iron atoms (the
µ-(CN)d-H configuration), during an FPMD simulation
at T ) 300-350 K in water, cf. Figure 6d of ref 30 and
the inset in Figure 5. The spontaneous formation of this
isomer suggests that its energy is close to those of the
µ-CO and COT isomers. We find that this novel isomer
can form a stable link with the FeS2(100) surface. In the
resulting adsorption geometry, the dative bond between
the N of the µ-(CN)d-H and a surface Fe atom (Fesurf)
locks the system into the bridging configuration with the
vacancy on Fed in the “up” position (V-up) as needed for
H2 production, Figure 5, eliminating the lability found for
the isolated cluster in water.4 To bring the µ-(CN)d-H
close enough to the surface for that bond to form, we had
to move the (CN)p-H to the Fep coordination site vacated
by the methylthiol. An Fep-Ssurf bond then formed at the
coordination site vacated by CNp, while an additional
dative bond forms between the N of (CN)p-H and another
surface Fe. This tridentate adsorption geometry is more
stable by 0.51 eV than that of the COT isomer shown in
Figure 4. The bonding of Fep to Ssurf restores the bulk
coordination of Ssurf and is consequently strong, with a
bond length of 2.271 Å close to the 2.264 Å Fe-S bond
length of the bulk. Fep has an approximately octahedral
coordination shell in which Ssurf and that S of the dithiol
bridge which is further from the surface, Schel, are at
opposite ends of one of the three octahedral axes, cf.
Figure 5. Elementary ligand theory tells us that introducing
asymmetry by strengthening one bond on an axis weakens
the opposite bond on that axis. The Fep-Schel bond is
indeed longer, 2.381 Å, a significant result we return to
in section 5.

Figure 4. Optimized geometry of the active center of the
[FeFe]H subcluster of the hydrogenase connected to the pyrite
surface via a Fep-Ssurf bond. The SCH3 group connected to
Fep has been removed so that Fep can be connected directly
to Ssurf. The N atom of (CN)p is connected to a surface Fe
atom via a dative bond. The cluster is in the terminal
configuration. The color code and the labels are those of
Figure 3.

Figure 5. Optimized geometry of the µ-(CN)d-H configuration
(inset) when the N atom of (CN)d is linked to a surface Fe
atom (Fesurf1) via a dative bond. (CN)p-H is linked to another
surface iron (Fesurf2) via another dative bond. To allow linkage
of both (CN)d and Fep to the surface, the coordination of (CN)p

to Fep has been changed, as indicated by the upper red arrow
in the inset. Fep is linked to a surface S atom (Ssurf) as
indicated by the lower red arrow in the inset. The bonds of
Fep and (CN)d with the surface stabilize the bridging config-
uration with V-up. The result is a tridentate anchoring of the
cluster to the surface. Schel is the upper bridging thiol, that
further from the surface. Note that Schel is opposite Ssurf along
an approximate octahedral coordination axis of Fep. The color
code and the labels are those of Figure 3.
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Modifying the Chelating Bridge. To improve further the
stability of the supported cluster, we have also changed the
chelating group from di(thiomethyl)amine (DTMA, S-CH2-
NH-CH2-S)29,30 to 1,3-propanedithiolate (PDT, S-CH2-
CH2-CH2-S). In vacuo, we found that protonation of
DTMA modifies the HOMO charge density. When DTMA
is not protonated, or analogously DTMA is replaced by PDT,
the HOMO is mainly localized on the iron atoms on the
pyrite surface. On the other hand, after the protonation of
DTMA, 6% and 10% of the HOMO charge density is
localized on Fep and Schel, respectively. This modification
of the charge weakens the Fep-Schel bond, which increases
in length from 2.37 Å to 2.48 Å. Since DTMA is protonated
easily and stably,30 by replacing DTMA with PDT, we both
make the Fep-Schel bond more stable and eliminate the
competition for the first protonation between the amine of
DTMA and Fed.

A Model Suitable for Simulating H2 Production. Top and
side views of the resulting model, a modified [FeFe]H cluster
with a PDT bridge supported on a (100) surface of the pyrite
slab, are shown in Figures 5, 6, and 7a. The modified di-
iron cluster occupies roughly half of the surface of the
simulation cell used here, thus modeling a densely function-
alized surface, cf. Figure 6. The distance of closest approach
between the cluster replicas is 3.2 Å, the separation between
the H atoms of the (CN)d of one cluster and of the (CN)p of
its neighbor. The use of this simulation cell allows studying
H2 formation at high coverage within an affordable computa-
tion time.

3.3. Water Environment. The water environment was
modeled using 37 water molecules, either without an extra
proton (“neutral water”) or with one (“acidified water”).
Excluding the volume of the slab, estimated from the pyrite
bulk density, and that of the cluster, estimated from tabulated

van der Waals radii, the density of 37 H2O molecules within
our simulation cell is close to the density of water at standard
conditions. Our explicit quantum treatment of the water
molecules not only takes into account important electrostatic
effects but also provides a description of proton diffusion in
water52 and of proton sharing between the cluster and water.
As demonstrated previously,30 all of these aspects are
important for a more realistic representation of the system
and its dynamics.

4. H2 Production by the Model-Supported
Catalyst

4.1. Production of H2 in Vacuo. We addressed the
pathway for hydrogen production by the FeS2(100)-supported
µ-(CN)d-H model cluster in vacuo as preliminary to our
investigation of H2 production in water. In our previous
studies,29,30 H2 production occurred by two sequential
reductions and protonations of the distal iron. To analyze
the electron flow within the system and the effect of
protonation upon that flow, we continue this step by step
procedure here. In particular, we analyze changes of the
electron density upon the same sequential reductions and
protonations. However, we compute energy differences only
between the neutral systems resulting after both the electron
and proton have been added, the energies of which are well-
defined in unbounded periodic systems. In the next section,
where the water environment is taken into account, we
discuss how electrons are transferred dynamically to Fed from
the electrode during coordinated dynamic proton transfers
from the acidified water to the cluster.

There are three main stages of the cycle: after desorption
of H2 and before hydrogenation of Fed, singly hydrogenated

Figure 6. Top view of the µ-(CN)d-H isomer described in
Figure 5. But here, the chelating group DTMA has been
replaced by PDT (see text). The structure has been replicated
in the (x,y) plane to show the periodicity of the slab and the
distance between the images. The edges of the tetragonal
cell in the (x,y) plane are indicated by blue lines. The color
code is that of Figure 3. Only the atoms of the cluster are
indicated by balls and sticks.

Figure 7. Catalytic cycle in vacuo for H2 production by the
µ-(CN)d-H isomer with PDT. (a) Starting configuration with a
vacant site on Fed. (b) The first H atom has been added to
Fed. (c) The second H atom has been added to Fed. ∆E
indicates the energy change (in eV), and (d) Ea is the energy
barrier encountered during desorption of a H2 molecule along
the minimum-energy path computed via the NEB method. The
continuous black line represents a cubic interpolation. The
color code is that of Figure 3.
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Fed, and doubly hydrogenated Fed before desorption. The
configuration at each of these stages is shown in Figure 7a-c,
and values of the most relevant bond lengths are listed in
Table 1. As electrons and protons are added during the course
of the cycle, the electron numbers and the charge and spin
distributions of course change. To quantify the changes, we
projected the Kohn-Sham orbitals of the system onto
appropriate atomic orbitals. The relevant atomic charges and
electron number changes so obtained are listed in Table 2.
Spin density contours are displayed in section S1 of the
Supporting Information (SI) for the two odd-electron stages
of the cycle.

The starting configuration is the neutral µ-(CN)d-H with
V-up described in the previous section and shown in Figures
6 and 7a. The HOMO of this configuration, Figure 8a.1, is
formed by nonbonding t2g-type d orbitals on the surface Fe
atoms, the same as the HOMO of the clean surface.43 On
the other hand, the LUMO, dz2 on each clean-surface Fe, is
affected by the presence of the cluster. After functionaliza-
tion, it is mostly localized on those surface Fe atoms, which
are not linked to the cluster, cf. Figure 8a.2. The HOMO-
LUMO gap is 0.16 eV. Fed and Fep have projected charges
of -0.56e and -0.66e, respectively, cf. Table 2. The total
number of electrons is even, and there is no net spin.

We used the GGA+U method53 to test the sensitivity of
the results in Table 2 to the GGA functional we have used.
We computed values of U for Fe in the pyrite slab and for
Fed and Fep in the [FeFe]H cluster, both in vacuo, via the
linear response method of Cococcioni and de Gironcoli,54

finding 7.0 eV for the slab and 8.4 eV for both Fed and Fep.
However, a value of 7.0 eV yields a poor value for the gap
(much too large) and for the lattice constant of the clean

slab. A value of 3 eV instead yields an acceptable gap for
the slab of 0.98 eV and does not affect the GGA lattice
constant. We used this value of U for all Fe atoms in the
functionalized slab. To obtain a value of U of 3.6 eV for
both Fed and Fep in the supported cluster which would be
consistent with that 3 eV value for the slab, we scaled up
the latter by a factor of 1.2, the ratio of isolated cluster to

Table 1. Relevant Bond Lengths (Å) during the Cycle in Vacuo for [FeFe]H, H[FeFe]H, and HH[FeFe]H, cf. Figs. 7a-c,
respectively

Fep-Fed N-Fesurf Fed-H Fep-Ssurf Fep-C of (µ-(CN)d) Fed-C of (µ-(CN)d)

[FeFe]H 2.52 2.03 2.27 1.99 1.84
H[FeFe]H 2.57 2.03 1.54 2.32 1.94 1.95
HH[FeFe]H 2.89 2.05 1.73, 1.74 2.28 1.94 1.98

Table 2. Relevant Charges (In Units of the Proton Charge
e ) 1.6 × 10-19 C) and Electron-Number Changes in the
[FeFe]H, H[FeFe]H, and HH[FeFe]H Intermediates of the
Cycle in Vacuo, cf. Figure 8a

change of
electron number charge

∆Nslab ∆Ncluster Fed Fep 1st H 2nd H

[FeFe]H,
Figure 8a

-0.56 -0.66

[FeFe]H-1,
Figure 8b

+0.74 +0.19 -0.59 -0.66

H[FeFe]H,
Figure 8c

-0.66 +0.72 -0.62 -0.64 0.04

H[FeFe]H-1,
Figure 8d

+0.43 +0.56 -0.65 -0.66 -0.01

HH[FeFe]H,
Figure 8e

-0.44 +0.43 -0.55 -0.66 0.12 0.10

a ∆Nslab (∆Ncluster) is the difference in electron number between
adjacent configurations in the path, following the order of the table.
The charges have been estimated by projection of the Kohn-
Sham orbitals onto atomic wavefunctions.

Figure 8. Optimized structures and HOMO (left panels,
a-e.1) and LUMO (right panels, a-e.2) charge densities for
the structures involved in the catalytic cycle of Table 2. (a)
[FeFe]H neutral and (b) [FeFe]H-1 charged -1 isomers with
a vacant coordination site on Fed. (c) H[FeFe]H neutral and
(d) H[FeFe]H-1 charged -1 isomers with a H atom on Fed.
(e) HH[FeFe]H neutral with Fed doubly hydrogenated. The
contour value for plotting the electron density was 0.003. The
color code is that of Figure 3.
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clean slab values obtained by the linear response method.54

Using these values of U, we recomputed the relevant atomic
charges and electron-number changes entered in Table 2,
which contains the GGA results from which we have inferred
delocalization within the functionalized slab. The resulting
charges and number changes are reported in Table S1 of the
Supporting Information. They do not differ significantly (at
most by 10%) from the entries in Table 2, demonstrating
that the GGA is sufficiently accurate in this respect for our
purposes.

Following the scheme of ref 29, we added one electron
and one proton to the Fed of Figure 7a, resulting in the
geometry of Figure 7b, H[FeFe]H. From the computed energy
difference between neutral systems [FeFe]H and the resulting
H[FeFe]H, we obtained a hydrogen affinity for Fed of 15.41
eV. This addition is energetically less favorable than 1/2H2

by ∆E1 ) 0.44 eV. Both the HOMO, which is singly
occupied, and the spin-opposite LUMO are partially localized
on the cluster, with 14% on Fed and 7% on Fep, cf. Figures
8c.1,2. With the HOMO density being roughly comparable
on Fep and Fed, the Fep-Fed separation increases relatively
little upon hydrogenation of Fed, from 2.52 to 2.57 Å. Before
adding the proton to [FeFe]H

-1, 74% of the added electron
density resides on the slab and 19% on the cluster. [The
shortfall of 7% is due to the shortcomings of the projection
process.] Only 0.03 of an electron is added to Fed and none
to Fep (Table 2). The remaining 16% is added primarily to
the most electronegative ligands on Fed. The HOMO
(LUMO) charge density is shown in Figure 8b.1 (Figure
8b.2). This delocalization of the electron distribution both
within the complex formed by the Fe atoms and their ligands
within the cluster and between the cluster and the slab
mitigates against the use of the conventional notion of
oxidation states and their changes for the iron atoms in this
complex system. Upon adding the proton, only 2/3 of an
electron is transferred from the slab to the cluster, while the
proton picks up 0.96 of an electron, becoming a nearly
neutral H atom, the remaining third coming largely from the
electronegative ligands of Fed.

We next added a second proton and electron to the Fed-H
of Figure 7b; the resulting optimized geometry is shown in
Figure 7c. The hydrogen affinity is 15.99 eV, which means
that this addition is energetically more favorable than 1/2H2

by ∆E2 ) -0.14 eV. Upon addition of the second hydrogen
to Fed, the Fep-Fed bond distance increases from 2.57 to
2.89 Å (cf. Table 1). Even though the individual Fed-H
distances are 0.2 Å longer than that in the singly hydroge-
nated case, the η bond of the dihydrogen to Fed is strong
and substantially breaks the Fep-Fed resonance, leading to
this large additional opening of the Fep-Fed bond. The H-H
distance of the two hydrogen atoms coordinated to Fed is
0.82 Å, which is only 0.07 Å larger than the computed
distance of the isolated H2 molecule. The HOMO and the
LUMO are localized on the pyrite surface, essentially the
same as for the configuration with a vacancy on Fed, cf.
Figure 8e. Before adding the proton, cf. Figure 8d, 0.43 and
0.56 of the added electron goes to the slab and the cluster,
respectively. Within the cluster, the added 0.56 is diffusely
distributed over Fep, Fed, their electronegative ligands, and

the H atom. Upon adding the proton, only 0.44 of an electron
transfers from the slab to the cluster, while nearly twice that
much is transferred to the resulting second H atom. The
balance is transferred from the first H on Fed (13%), Fed

(10%), and its electronegative ligands. Both the H atoms on
Fed are weakly positively charged. As above, within our
computational framework, there is little evidence for the
utility of the concept of classical oxidation states.

The last step of the cycle is H2 desorption. We found that
for this step no additional electron is needed: H2 desorption
from the neutral Fed-H2 isomer of Figure 7c is an exothermic
process with a ∆E ) -(∆E1 + ∆E2) ) -0.30 eV. Its
activation energy barrier as computed with NEB38 is only
0.07 eV, cf. Figure 7d. The barrier is low because of a near
balance between the energy cost of breaking the η bond and
the energy benefit from molecular bonding arising from
decreasing the initially close approach of the H atoms. After
desorption, the initial state with a vacancy on Fed is restored,
Figure 7a, and a new cycle can start again.

4.2. H2 Formation in Water. To investigate hydrogen
production in water, we started by adding 37 H2O molecules
to the neutral isomer of Figure 7a. We then relaxed the
system via damped dynamics, followed by an FPMD
simulation at room temperature (RT) lasting 1.5 ps. We
analyzed several configurations extracted from the simulation
by computing the Kohn-Sham (KS) orbitals and by project-
ing them onto atomic wave functions. The HOMO-LUMO
energy gaps in these configurations are in the range
0.34-0.49 eV, and both the HOMO and LUMO are almost
entirely (∼80%) localized on the Fe atoms of the pyrite
surface. On the functionalized face of the slab, two of the
eight surface Fe atoms within the unit cell are linked to the
cluster; two under the cluster are inaccessible to the water,
and water molecules are absorbed on the remaining four sites
after the relaxation. They remain absorbed throughout the
hydrogen production cycle described in the following.

First Protonation of Fed. After the equilibration described
above, we added an electron to the electrode-cluster complex
and a proton to a nearby water molecule close to the distal
iron, forming a hydronium. The system remains globally
neutral. Earlier,30 we found that in dense water there is a
competition between the diffusion of an H3O+ toward Fed

and the transfer of its proton away via the Grotthuss-shuttle
to the surrounding water molecules that solvate it. The
diffusion toward Fed was energetically favorable, but proton
exchange between water molecules was entropically favor-
able. The proton transfer away from the Fed was so rapid
that we could not observe the less-frequent proton transfer
to the site on the brief time scale of our simulations. This is
the so-called “wandering proton” problem.55 To simulate
protonation of Fed, we biased the competition by constraining
two of the three O-H bonds of the hydronium, leaving only
one free to move, either to transfer away from or to protonate
the Fed. Here, we constrained the hydronium in the same
way. As the present focus is on learning how to modify the
cluster for stable hydrogen production, we do not attempt
here to determine the free energy barrier for protonation;
we address that issue elsewhere.27 During the 2.6 ps of an
FPMD simulation at RT, the hydronium stayed close to
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the distal iron, but the proton was not transferred to Fed.
The distance between Fed and the unconstrained proton
of the H3O+ fluctuated within 1.9-2.8 Å. This behavior
suggests not only an entropic barrier but also the presence
of an energy barrier that could not be overcome during our
short simulation.

The HOMO is singly occupied and localized on the pyrite
surface. However, the LUMO is partially localized on Fed.
In a snapshot in which the distance between Fed and the
closest H atom of the hydronium is 1.94 Å, 22% of the
LUMO is on Fed. Accordingly, to enhance the rate of proton
transfer to Fed, we added a second electron to a configuration
taken from this FPMD simulation, changing the total charge
to -1. We kept the constraints on two of the three O-H
bonds of the hydronium and observed proton transfer to Fed

after 1.5 ps of an FPMD simulation at RT lasting 3.6 ps.
After protonation, the system was stable; the proton remained
on Fed. We found that the presence of the hydronium close
to the cluster stabilized an increased negative charge of Fed

before the protonation. From an analysis of five configura-
tions extracted from this simulation with distances of the
nearest H of the hydronium to Fed in the range range
2.36-2.68 Å, we found that about 25% of the HOMO was
on Fed. The HOMO (doubly occupied) is in the gap, about
0.2 eV above the next valence state and 0.1 eV below the
pyrite conduction bands. We also analyzed several configu-
rations extracted from an FPMD simulation at RT lasting
2.2 ps with the supported catalyst charged -2 and immersed
in neutral water. Without the hydronium ion, the extra charge
was delocalized on the Fe atoms of the surface. From all of
the above evidence, we conclude that the hydrogenation of
Fed occurs via coordinated electron and proton transfers to
Fed.

We repeated the simulation starting from a slightly
different initial configuration with charge -1 and observed
the protonation of Fed after 0.6 ps of a simulation lasting
1.1 ps. However, without constraining the bond lengths of
the H3O+ ion, the proton was instead transferred to a nearby
water molecule and solvated. The hydronium stayed 4-5 Å
away from Fed for the duration of the simulation, 3.1 ps. At
this larger distance, the hydronium did not stabilize the
charge on Fed. Occasionally, depending on the configuration,
a small contribution of Fep and Fed (less than 5% each) to
the HOMO was observed. In contrast, when the hydronium
is close to Fed, the HOMO amplitude on the Fed is significant.
This observation suggests that the catalytic reaction will be
constrained by proton diffusion and that the diffusion rate
will be significantly affected by the potential energy surface
experienced by the proton near the surface of the function-
alized electrode.

To investigate further the effects produced by the presence
of the hydronium on the charge distribution in the cluster,
we removed the hydronium from a configuration selected
before the proton transfer to Fed and computed the KS
orbitals of the resulting system (which has a charge of -2).
The HOMO was partially located on Fed (13%), with its
remainder mostly on the surface. We equilibrated the system
starting from this configuration and observed a rapid decrease
of the contribution of Fed to the HOMO. In less than 0.6 ps,

the HOMO was localized entirely on the pyrite surface. This
suggests that the presence of a H3O+ close to Fed induces,
in addition to its attractive electrostatic potential, a structural
modification of the supported cluster which contributes to
stabilization of the charge on Fed. After the removal of the
hydronium, time is required for the system to relax and for
the charge to transfer back to the slab. We found the same
effect in vacuo by removing the water molecules as well as
the hydronium ion from the snapshot discussed above. In
summary, we found that two additional electrons are required
to lower the energy barrier involved in the proton transfer,
and that the presence of the hydronium is required to stabilize
the charge on the distal iron.

Second Protonation of Fed and H2 Production. After
protonation of Fed, we equilibrated the system for 2.1 ps at
RT and then introduced a second proton into the water,
neutralizing the system. In the starting configuration, the
distance between the O atom of the H3O+ and Fed was 4.4
Å. The proton diffused very rapidly toward the Fed-H.
Transfer of the H+ to the Fed-H was followed by H2

desorption, the supported catalyst remaining neutral. When
Fed is singly protonated and the system is in the neutral
H[FeFe]H configuration, the H atom on Fed is essentially
neutral, cf. Table 2 for the vacuum case. When a single
electron is added prior to the addition of a second proton to
the water, creating the H[FeFe]H

-1 configuration, that H atom
remains essentially neutral (compare Table 2). Nevertheless,
in the presence of a chain of water molecules which connects
the solvated hydronium to the Fed-H (with the final molecule
of the chain having one of its H atoms close to and
spontaneously coordinated with the protruding H atom), the
protonation occurs via the fast Grotthuss-like diffusion of
H+ directly toward Fed driven by a transfer of an electron
which is coordinated with the motion of the proton. The
transfer comes in part from the electrode and in part from
the electronegative ligands bonded to Fed. The resulting H2

molecule is η-coordinated with Fed in the HH[FeFe]H

configuration and is weakly positively charged (compare
Table 2). The total charge on Fed and Fep remains unchanged,
the electron deficiency on the η-H2 arising from charge
flowing from it to the electronegative ligands of Fed.
Conversely, the bare Fed, either in the neutral [FeFe]H

configuration or in the negatively charged [FeFe]H
-1 con-

figuration, does not coordinate with an H2O molecule because
of (i) Coulomb repulsion between the lone pair of the O atom
and the negative charge on Fed in both configurations (cf
Table 2), (ii) the Pauli repulsion associated with formation
and occupation of an antibonding σ orbital between the dz

2

obital of the vacant coordination site and the overlapping
sp3-like lone pair orbitals of the oxygen, and (iii) the cost of
modifying the H-bond network of the water. This reduces
the rate of the first protonation of Fed, which, as pointed out
in ref 30, is the bottleneck of the cycle because it occurs
only after the diffusion of a partially unsolvated H3O+ toward
Fed to a distance short enough for a proton transfer (<2 Å).
Once the Fed-H bond is formed in H[FeFe]H, however,
effect ii is no longer in play, and the lowering in energy
arising from sharing the electron of that H with an H atom
of a water molecule together with that from the transfer of
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the additional electron is strong enough to overcome effect
iii, as we have observed in the 2.1 ps simulation referred to
above.

We repeated the simulation of the second protonation of
Fed by changing the initial position of the additional proton
introduced in water. Here, the initial distance between the
O atom of the H3O+ and Fed was 5.6 Å. From this
configuration, the proton diffused away from Fed. After about
0.7 ps, the hydronium was within 4 Å of the Schel exposed
to the water. The proton remained in the water as H3O+ at
distances shorter than 4 Å from this sulfur for the remaining
2.3 ps of an FPMD at RT lasting 3.0 ps. From these results,
we can draw two conclusions. First, there is only a small
subset of reaction pathways along which barrier-free adsorp-
tion of a second proton and subsequent hydrogen production
can occur. Second, there are local configurations in which
the second proton can be at least temporarily trapped, e.g.,
near Schel in the second simulation, reducing the overall
catalytic efficiency, as is the case also for the first proton-
ation. This apparent attraction of Schel for the proton turns
out to have serious consequences, as discussed below.

5. An Instability of the Supported [FeFe]H

Cluster: [FeFe]P as a Remedy

Thus far, we have focused on hydrogen production at a
vacant coordination site on Fed. However, the S atom of PDT
further from the surface, Schel, turns out to be readily
protonated. We explore in subsection 5.1 the negative
consequences of that protonation for the stability of the
cluster both in Vacuo and in water and consequently for
hydrogen production. In subsection 5.2, we describe a further
modification of the cluster which eliminates that difficulty.

5.1. Protonation of Schel Opens the PDT Bridge. Cal-
culations in Vacuo show that protonation of the S atom of
PDT furthest from the surface (Schel) breaks the Fep-Schel

bond, opening the bridge and exposing a bridging site
between the two Fe’s of the cluster. The resulting configu-
ration, Figure 9a, is lower in energy than that of Fed-H by
0.07 eV when the system is neutral. Transfer of the H atom
from Schel to the vacant site on Fed would restore the catalytic
cycle discussed in the previous section, but the corresponding
energy barrier computed in vacuo via NEB is quite high,
0.68 eV. Starting from this configuration with Schel proto-
nated, we added one electron and one proton to Fed,
producing the configuration in Figure 9b. This configuration
is less stable than that with both protons on Fed by 0.26 eV.
However, the energy barrier to transferring a H atom from
Schel to Fed when a proton is already present on Fed is 0.61
eV. Such a high barrier would make H2 production very
inefficient.

We also added an electron and a proton to Fep in the open
configuration of Figure 9a. The optimized geometry, Figure
9c, is similar to the µ-H configuration explored previously.29,30

A H atom bridges Fep and Fed. The energy is lower than for
two H atoms on Fed by 0.52 eV, Figure 7c. The presence of
µ-H would make H2 production after adding another H to
Fep very inefficient because of a large H2 desorption barrier
arising from strong dihydrogen bonding (see below), as found
earlier.29,30

In water, protonation of Schel was observed for a config-
uration where the supported catalyst was charged -2 and
had a vacancy on Fed. The O atom of the hydronium ion
was located at 4.85 Å and 3.93 Å from Fed and Schel,
respectively. We constrained all three O-H bond lengths
of the H3O+ to prevent proton diffusion and observed
displacement of Schel toward the hydronium driven by
electrostatic interaction. After removal of one of the three
constraints in the H3O+, displacement of Schel breaks the
Fep-Schel bond, whose length increases up to about 4 Å.
Simultaneously, the proton approaches Schel along the line
linking it with Fep. The main bond lengths involved in the
reaction are plotted as function of time in Figure 10. Schel

becomes 2-fold coordinated and accepts a proton from the
hydronium. The outcome of this reaction is an opened
structure with the chelating group displaced toward Fed,
resulting in reduction of the empty space associated with
the vacant site. The corresponding structure optimized in
vacuo (cf. Figure 9a) has a lower energy than that with a

Figure 9. Configurations corresponding to alternative
pathways involving the protonation of the Schel atom of the
PDT. These neutral isomers were optimized in vacuo. (a)
Geometry of the supported catalyst with a hydrogen atom
connected to the Schel, indicated by the red arrow. The
protonation breaks the Fep-Schel bond. The resulting
configuration is lower in energy than that of the Fed-H of
Figure 7b by 0.07 eV. (b) Geometry with Schel and Fed

hydrogenated. (c) Geometry with an H atom bridging Fep

and Fed (µ-H), and Schel hydrogenated. (d) Geometry with
the C atom of the (CN)p-H group protonated. (e) Geometry
with one H atom bridging Fep and Fed (µ-H), a second H
atom on Fep, and as in d the C atom of the (CN)p-H group
protonated. The color code is that of Figure 3.
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proton on Fed (cf. Figure 7b and section 4) by 0.67 eV
(neutral) and 0.21 eV (charged -1).

The protonation of Schel strongly affects the structure of
the catalyst. It opens the structure and creates an underco-
ordinated Fep that could be protonated. It also reduces the
empty space available to the vacancy on Fed, making its
protonation more difficult. To examine the consequences of
these potentially unfavorable changes, we explored the
reactivity of the cluster with Schel protonated in acidified
water. We performed two FPMD simulations at RT in water
containing one hydronium ion differing in its initial position.
In one case, the H3O+ was close to Fep, and in the other, it
was close to Fed. In neither case did a proton transfer to the
Fe atom when the charge was -1 or -2. For Fep, the C
atom of the (CN)p-H was protonated instead, producing the
isomer in Figure 9d. Nevertheless, we optimized the geom-
etry for a dihydrogen at Fep in vacuo, Figure 9e, resulting
in one H in the µ-bridging position and one H on Fep. The
resulting energy is lower by 0.31 eV than that after
desorption, suggesting that this channel for H2 production
would be inefficient in water. Adding an additional electron
makes desorption of H2 an exothermic process by 0.20 eV,
but the activation energy barrier of 0.47 eV is too large for
an efficient turnover. For Fed, we attribute the reduction of
the reactivity of its vacant site to the compression of the
space around it and the consequent decrease in electron
density.

In summary, Schel can be protonated along very specific
pathways in vacuo, pathways consistent with elementary
ligand-field theory. In water, the Fep-Schel bond opens in the
process of the protonation of Schel along similar pathways.
With Schel protonated, all H2 production pathways either are
very inefficient in themselves and would reduce the overall
efficiency of the catalyst due to large barriers or would lead
to destruction of the catalyst. As we demonstrated in section

4.2 that the supported catalyst produces hydrogen efficiently
when its chelating bridge is intact, the next task is to find a
modification of the cluster which stabilizes its chelating
bridge.

5.2. Introducing [FeFe]P. Opening of the chelating bridge
must be avoided. The opening is a consequence of the
inability of the sulfur atom Schel to maintain four strong
covalent bonds after the protonation that will inevitably occur
upon exposure to acidified water. The weakest of the four,
its bond to Fep, breaks and opens the bridge. The Schel-Fep

bond is weak because it lies opposite of the strong Fep-Ssurf

bond along one of the quasi-octohedral coordination axes
of Fep, which withdraws electron density from it. The
Fep-Ssurf bond is strong because it restores the bulk 4-fold
coordination of Ssurf. Clearly, one needs to replace Schel by a
group stereochemically similar to a sulfur to minimize
structural distortion of the cluster and distortion of its electron
density, yet capable of sustaining or being protected from
protonation as well as forming the three strong bonds
required for anchoring the bridge to the di-iron. The group
P-H can be regarded as an approximation to sulfur and could
satisfy the minimum distortion requirement. Its phosphorus
atom is also capable of forming the three strong bonds needed
to anchor the PDT bridge to the di-irons. Substitution of P-H
for Schel yields the [FeFe]P cluster shown in Figure 11 stably
attached to the pyrite surface. We have carried out computa-
tions on hydrogen production in vacuo and in water by
[FeFe]P. We find that it remains stably attached to the
electrode and intact throughout a successful hydrogen
production cycle, as reported in detail elsewhere.27

6. Discussion and Conclusions

Our goal in this work was to find a conformation of the
[FeFe]H cluster which would (1) link stably to the (100)
surface of pyrite while (2) retaining a vacant coordination
site on Fed at which H2 could be produced readily in acidified
H2O. We started by mimicking the sulfur link between Fep

and an Fe of the Fe4S4 cubane in the enzyme by inserting a
sulfur between the Fep of the naked cluster and a surface
Fe. However, the Fep-S link broke in water upon proton-

Figure 10. Plot of the Fep-Schel (black line), Schel-H (red
line), O-H (blue line) bond length [Å] as a function of time
[ps]. The FPMD simulation at RT was divided into two parts
separated by the vertical dotted line at about 0.4 ps. In the
first part, lasting about 0.4 ps, all three O-H bond lengths of
the hydronium were constrained (fully constrained H3O+). The
Fep-Schel bond broke (black line), and the hydronium moved
toward Schel (red line). When the constraint on the closest H
atom of the hydronium to Schel was removed (partially
constrained H3O+), the proton transferred to Schel.

Figure 11. Side view of the [FeFe]P cluster linked to the FeS2

(100) surface in the same way as the [FeFe]H cluster in Figure
5. The Schel of [FeFe]H is replaced by a PH group. The distal
iron has a vacant site, indicated by V. The color code is that
of Figure 3.
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ation, just as the methylthiol-Fep link did in water in the
absence of the surface.30 Next, we linked Fep directly to a
surface S atom, eliminating the S intermediary but still
mimicking the linkage in the enzyme. The resulting complex
was stable only in the COT configuration, which could not
produce hydrogen efficiently. We inferred that the difference
between the enzyme environment and that of a pyrite surface
exposed to water was too great for the twin requirements 1
and 2 to continue to be met by a linking sulfur, and we
abandoned the notion of that biomimetic linkage.

One possible solution would be to use for coupling to the
surface a ligand of the di-irons already in the µ-bridging
position. The µ-CO of the native configuration could not
serve as that ligand, but we had observed an unusual novel
structure with the protonated (CN)d moved into the bridging
position during an FPMD simulation at T ) 300-350 K in
water,30 Figure 5 (inset). To allow the N of that µ-(CN)d-H
to come close enough to the surface to form a dative bond
with a surface Fe atom, we shifted the (CN)p-H into the
coordination site formerly occupied by the methylthiol in
the cluster of refs 29 and 30, freeing Fep to bond to a surface
S atom at the vacated coordination site. The N of the
(CN)p-H forms a dative bond with another surface Fe atom,
creating a strong, stable tridentate support on the surface,
Figure 5, with the vacant coordination site preserved at Fed,
meeting requirement 1 and opening the possibility that
requirement 2 could be met. The DTMA bridge used in refs
29 and 30 was replaced by a PDT bridge, with a further
increase in stability.

In our first study of hydrogen production in vacuo,29 we
simply added both electrons and protons to the cluster by
fiat. In our second study,30 protons were introduced more
realistically, migrating through the water via the Grotthuss-
shuttle mechanism,52 while electrons were still simply added
by fiat. In the present work, the electrons were added to the
entire surface/µ-(CN)d-H cluster complex. The relevant
LUMO before addition and HOMO after addition of an
electron at the various stages of the hydrogen producing cycle
were localized primarily on the pyrite surface before the
approach of a proton to Fed. As the proton-Fed distance
shrank, the HOMO shifted primarily to Fed. After proton-
ation, the first hydrogen projected outward into the water
and coordinated with the H of the closest water molecule,
providing a channel along which the second proton could
approach by the Grotthuss mechanism to form the second
hydrogen. This demonstrates that both electron transfer from
the FeS2 slab to the µ-(CN)d-H cluster and proton transfer
from the water can take place, the essential steps in modeling
hydrogen production.

As found in our previous study,30 transfer of the first
proton from the water to Fed is the bottleneck in the H2-
production cycle because of its competition with rapid proton
diffusion away via the Grotthuss-shuttle. To observe that
proton transfer within the picosecond time scale of our
simulations, we constrained two of the OH bonds of the
neighboring hydronium. No constraint was needed for the
second because the projecting H of the first Fed-H complex
coordinated with the H of a neighboring water molecule,
providing a path for transfer of the second proton to Fed via

the Grotthuss mechanism. Desorption of the resulting H2 was
then observed during our picosecond-scale simulations,
demonstrating H2 production by the supported cluster,
meeting requirements 1 and 2.

That did not complete the story, however. We observed
very specific configurations of a hydronium ion neighboring
Schel which both weaken the Fep-Schel bond, breaking it and
allowing spontaneous proton transfer to Schel. When that H
of the hydronium which is closest to Schel approaches it along
or near the direction of the bond joining it to Fep, the
Fep-Schel bond lengthens and then opens as the bond switches
from Fep to H, forming a thiol. These pathways are consistent
with expectations from elementary valence-bond theory. The
PDT chelating bridge decouples from Fep, opening a channel
of proton access to the di-iron from the water and allowing
for the possibility of the binding of two hydrogen atoms in
a bridging configuration there, in agreement with calculations
by Felton et al.23,24 on an analogous open-bridged cluster in
a vacuum. These authors also observed hydrogen production
experimentally with that cluster as a catalyst and, on the basis
of their computations, attributed it to hydrogen formation at
and desorption from the di-iron bridging site. They did not
determine the barrier to desorption, however. We have found
the barrier to desorption of H2 in vacuo from the di-iron
bridging site of a COT configuration to be 0.47 eV-0.54
eV depending on the cluster configuration. This should be a
reasonable estimate for the barrier to desorption of a di-iron
bridging, H-atom pair within our µ-(CN)d-H cluster when
its chelating PDT bridge is opened by protonation of Schel.
Moreover, we have found the desorption of H2 from the open
configuration when a dihydrogen is at Fep to be inhibited by
an activation energy barrier of 0.47 eV. Should the cluster
remain in the open configuration for a significant fraction
of the time, its performance as a catalyst would be degraded
or the catalyst would even be destroyed.

This opening of the chelating bridge must be avoided. The
opening is a consequence of the inability of the sulfur atom
Schel to maintain four strong covalent bonds after the
protonation that will inevitably occur upon exposure to
acidified water. The weakest of the four, its bond to Fep,
breaks and opens the bridge. As discussed briefly in section
5.2, substituting a P-H group for Schel solves that problem,
creating the [FeFe]P cluster as a viable model catalyst for
the electrocatalytic production of hydrogen. We report
elsewhere a detailed analysis of hydrogen production by
[FeFe]P.27 Moreover, substitution of other moieties for the
H of the P-H allows for fine-tuning of the catalytic activity.
In particular, it opens the possibility of reduction of the free-
energy barrier to first protonation, the bottleneck in the
production cycle.

In conclusion, we have presented extensive FPMD simula-
tions of hydrogen production by a coupled catalyst-electrode
system consisting of a modified [FeFe]H cluster supported
on a FeS2(100) surface in acidified water, a system far more
complex than those typically treated by first principles
methods. The principal findings of the present study are as
follws: (i) A stable thiol link analogous to that in the enzyme
cannot be made between the unmodified [FeFe]H cluster and
the pyrite surface. (ii) A modified µ-(CN)d-H isomer of the
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[FeFe]H cluster forms a stable, tridentate link to the surface.
(iii) There is a low-activation-energy pathway for hydrogen
production from acidified water by the functionalized pyrite
surface. (iv) The electrons in the electrode and the protons
in the water attract each other to the catalyst in the first
hydrogenation of Fed. (v) That di-iron bridging sulfur which
is exposed to the water develops a weak link to Fep upon its
protonation, but replacing it with a P-H group eliminates
this instability27 (vi) Facile electrocatalytic hydrogen produc-
tion is feasible by this modified-cluster/pyrite system. To
achieve these results, we have employed the first principles
molecular dynamics method at an advanced level of system
complexity and have illustrated thereby the utility and power
of FPMD for molecular design.
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Abstract: An integrated approach, combining atomistic molecular dynamics simulations, coarse-
grained models, and solution NMR, was used to characterize the internal dynamics of HpNikR,
a Ni-dependent transcription factor. Specifically, these methods were used to ascertain how
the presence of bound Ni2+ ions affects the stability of the known open, cis, and trans forms
observed in the crystal structures of this protein as well as their interconversion capability. The
consensus picture emerging from all the collected data hints at the interconversion of NikR
among the three types of conformations, regardless of the content of bound Ni2+. On the basis
of atomistic and coarse-grained simulations, we deduce that the interconversion capability is
particularly effective between the cis and the open forms and appreciably less so between the
trans conformer and the other two forms. The presence of the bound Ni2+ ions does, however,
affect significantly the degree of the correlations on the two DNA-binding domains of NikR, which
is significantly suppressed as compared to the apo form. Overall, the findings suggest that the
binding of HpNikR to DNA occurs through a sophisticated multistep process involving both a
conformational selection and an induced fit.

Introduction

Nickel is an essential cofactor for a number of microorgan-
isms.1,2 The toxicity of Ni2+ imposes control on its homeo-

stasis and cellular trafficking through the regulation of genes
expressing proteins involved in nickel metabolism.3 Several
human bacterial pathogens rely upon the expression of
nickel-dependent enzymes such as urease and hydrogenase
to survive in the host organisms,1 suggesting that a com-
prehension of the molecular determinants of the regulations
of these genes might help in developing efficient drugs. In
this biological framework, a key regulator is NikR, a highly
homologous protein found across ca. 30 species of bacteria
and archaea. Several crystal structures of NikR have con-
sistently established that this protein is a homotetramer made
of a dimer of dimers, constituted by a central metal-binding
domain (MBD) and two peripheral DNA-binding domains
(DBD) (Figure 1, Table 1SI, Supporting Information).4-8

* Correspondig author phone: (+39)-051-2096204; fax: (+39)-
051-2096203; e-mail: stefano.ciurli@unibo.it.

† University of Bologna.
‡ International School for Advanced Studies (SISSA) and CNR-

IOM-DEMOCRITOS National Simulation Center.
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The DBD features a ribbon-helix-helix motif typical of
prokaryotic transcription factors.9 The MBD hosts four metal-
binding sites located at the tetramerization interface, where
square planar Ni2+ ions bind three fully conserved His and
one Cys residues.

Three major conformations of NikR, open, trans, and cis,
have been observed in the solid-state structures (Figure 1,
Table 1SI, Supporting Information). Such conformations are
characterized by the position of the peripheral DBDs with
respect to the central MBD, separated by unstructured linkers,
and are here defined in terms of the two Ω angles between
the principal axes of inertial ellipsoids approximating such
domains: as a result from the crystal structures, in the open
conformation (Figure 1A) Ω1 and Ω2 are in the 90 ( 20°
range, for the trans conformation (Figure 1B) Ω1 ) 45 (
20° and Ω2 ) 135 ( 20°, and for the cis conformation
(Figure 1C) Ω1 and Ω2 ) 35 ( 1°.

Several key studies have identified which protein form
binds to DNA in vitro. First, the crystal structure of the
Escherichia coli (Ec) NikR-DNA complex has shown that
the protein must be in its cis conformation (Figure 1C) to
interact with DNA.6 This conformation, indeed, is comple-
mentary to that of the double-stranded nucleic acid and
allows for optimal interactions between the peripheral DBDs
and DNA.6 Second, electrophoretic mobility shift assays,
fluorescence anisotropy, DNaseI footptinting, and calorimet-
ric DNA titrations established that only the Ni2+-bound form
of NikR specifically binds target DNA sequences, thus
providing a direct Ni2+-dependent metabolic response.10-13

Third, calorimetric metal-binding titrations on NikR from

the human pathogen Helicobacter pylori (HpNikR) revealed
two steps for Ni2+ binding, each involving a pair of metal
ions.14 This indicates the existence of three metal-bound
forms of the protein characterized by the presence of 0, 2,
or 4 Ni2+ ions. The 4Ni-HpNikR form binds to DNA, while
apo-HpNikR does not.13 The DNA-binding capability of
HpNikR bound to 2 Ni2+ ions has so far not been determined
due to the too small difference (ca. 1 order of magnitude) in
the dissociation constants for the two steps of Ni2+ binding.

Overall, these observations indicate that the Ni-bound form
of HpNikR binds to DNA in the cis conformation. The key
question is therefore what is the role of Ni2+ content for
modulating the protein affinity for DNA by favoring its
reactive cis conformation? This question is far from being
answered. The cis conformation has been characterized in
the solid state only with 4 bound Ni2+ ions in the complex
with DNA (Table 1SI, Supporting Information). This con-
trasts with the open and trans conformations, for which
crystal structures without and with 2 or 4 bound Ni2+ ions
are available (Table 1SI, Supporting Information). It should
also be noted that the insights offered from X-ray structures
are expectedly limited by crystal packing energetics affecting
the conformational properties of DNA-binding proteins like
NikR, as suggested by molecular dynamics (MD) simula-
tions.15

In the absence of solution structural information on the
role of Ni2+ in the reactivity of NikR toward DNA, insights
have been obtained, in recent years, by molecular simula-
tions. A coarse-grained elastic-network model applied to the
apo-open, 4Ni-open, and 4Ni-trans conformations of Pyro-

Figure 1. Ribbon diagrams and inertia ellipsoids of NikR in (A) open, (B) trans, and (C) cis conformation (PBD codes 2HZA,
2HZV, 2CA9). In C, the DNA fragment is bound to the protein. Ribbons are colored according to monomer chains. Ellipsoids for
DBD and MBD are colored in blue and green, respectively.
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coccus horikoshii (Ph) NikR (PDB codes 2BJ3, 2BJ1, and
2BJ7, respectively) suggested the presence of intrinsic
fluctuations that are encoded in the protein architecture
capable of favoring the interconversion among the conforma-
tions observed in the solid-state structures of NikR.16

Subsequently, the same group reported 100 ns implicit
solvent MD simulations on the same systems, concluding
that the secondary structure segments involved in binding
DNA and Ni2+ tend to influence motion across domains
much more strongly than other residues and that portions
with high flexibility are correlated with biologically relevant
regions.17 In another instance, atomistic 80 ns MD simula-
tions in explicit solvent were analyzed using a correlation-
matrix-based approach and hinted to the presence of an
allosteric communication pathway between residues in the
nickel-binding sites and the DNA-binding region.18 However,
the metal-bound state was not investigated, preventing a
comparative study. It should also be noted that this latter
atomistic simulation was started from a conformation of the
apo form of EcNikR that is somewhat atypical in that the Ω
angles observed only in a single-crystal structure (PDB code
1Q5V, Table 1SI, Supporting Information) are between the
open and trans conformations. A recent paper describing
shorter (ca. 3 ns) MD and Poisson-Boltzmann electrostatic
calculations on 4Ni-EcNikR in the open and cis conforma-
tions (PDB codes 2HZA and 2HZV) appeared to indicate
that the protein-DNA complex is stabilized when 4 Ni2+

ions are bound to the MBD.19

In order to contribute to the understanding of the role
of Ni2+ on the reactivity of NikR toward DNA binding,
we carried out a comparative analysis of atomistic MD
simulations (overall 540 ns) of three structure-based
homology models of the protein from H. pylori in the
open, trans, and cis conformations in explicit aqueous
solution at finite ionic strength as a function of the absence
or presence of 2 or 4 Ni2+ ions. The MD simulations were
complemented by a state-of-the-art coarse-grained analysis
and modeling of the molecule internal dynamics. 1H-15N
TROSY-HSQC and 13C-13C NOESY NMR experiments
on apo- and 4Ni-HpNikR were also carried out in order
to investigate experimentally the structural properties of
HpNikR in solution and to link them to the theoretical
analysis.

The overall results of this multifaceted approach indicate
that NikR is present in solution as an ensemble of intercon-
verting structures spanning the entire conformational space
from cis to open to trans forms. The interconversion
capability appears to depend on the content of bound Ni2+

ions, which in turn affects the motion of the DBDs. The
conformational fluctuations are, in addition, finely tuned by
the Ni2+ content. The NMR solution studies indicate that
Ni2+ ion binding does not induce, by itself, the stabilization
of the cis conformation competent for DNA binding. Overall,
these results support the view that the likely mechanism of
interaction of the protein with its operator DNA sequence

involves a selection of the correct conformation coupled with
an induced fit mechanism facilitated by the presence of bound
Ni2+.

Materials and Methods

Structural Models. Initial structural models of HpNikR
were obtained using homology modeling based on the
available X-ray structures of NikR. The alignment of
HpNikR with PhNikR and EcNikR was produced using
ClustalW20 and subsequently manually adjusted in order to
match up the primary and secondary structure of the proteins.
The calculated sequence identity (similarity) between Hp-
NikR and EcNikR is 29% (55%), between HpNikR and
PhNikR is 34% (62%), and between PhNikR and EcNikR
is 33% (63%). The final alignment (Figure 1SI, Supporting
Information) was used to calculate 50 structural models of
the open, trans, or cis conformations of tetrameric HpNikR
using the program MODELER 9v5.21 The structural tem-
plates used in each of the conformations were (i) the NikR
structures from P. horikoshii (PDB code 1BJ1, resolution
3.00 Å) and E. coli (PDB code 2HZA, resolution 2.10 Å)
for the open conformation, (ii) the DNA-bound EcNikR
structure (PDB code 2HZV, resolution 3.00 Å) for the cis
conformation, and (iii) the structures of HpNikR (PDB codes
2CA9 and 2CAD, resolution 2.05 and 2.30 Å, respectively)
and PhNikR (PDB 2BJ8, resolution 2.10 Å) for the trans
conformation.

The models were selected on the basis of the lowest value
of the DOPE score in MODELER.22 The structural identity
of monomers pairs, depending on the conformation, was
imposed. The stereochemical quality of the structures was
evaluated using PROCHECK,23 and the distribution of
residual energy was evaluated in ProSA.24 The results of
this analysis, reported in Table 2SI, Supporting Information,
indicate that the models are highly reliable. Polar hydrogen
atoms were added using WHATIF25 by optimizing the
hydrogen-bonding networks. During this procedure, few
amino acid side chains were allowed to change their
orientation. Nonpolar hydrogen atoms were added with
TLEAP (AMBER 10).26 Four square planar Ni2+ ions were
initially included in the model, bound in the known metal
binding sites. These metal ions were partially or totally
removed from the model depending on whether the apo form,
the 2Ni-HpNikR, or the 4Ni-HpNikR was considered. In the
case of the 2Ni-bound form, the selection of the two loaded
binding sites was made according to the crystal structure of
the partially metal-bound form of HpNikR (PDB code
2CAD) independent of the conformation considered. The two
nickel ions are located on subunits, giving rise to distinct
DBDs, and in opposite positions within the tetrameric cluster.

The models were placed in the center of a water box
(113-124, 77-84, and 75-80 Å) using a 10 Å buffer zone
of solvent around the protein. The systems were neutralized
by adding Na+ and Cl- ions using TLEAP (AMBER10).26

The counterions were placed at the points of lowest or highest
electrostatic potential, according to a Coulombic potential
calculated on a 1.0 Å grid. Analogously, additional Na+ and
Cl- ions were placed in the water box to achieve the ionic
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strength used in the calorimetric binding experiments (150
mM).14 The number of additional salt ions (61-68 Na+ and
Cl- ions) was calculated according to the number and density
of the solvent molecules in each water box. The possible
formation of NaCl aggregates during the simulation27 was
excluded by calculation of the radial distributions of the ions
using the PTRAJ module of AMBER 10.26 The resulting
systems consisted of ca. 70 000 atoms.

Force Field. The force field charges for the metal binding
sites were obtained by applying DFT calculations on a model
consisting of a Ni2+ ion coordinated by a methyl-thiolate
and three imidazole rings, mimicking cysteine and histidine
side chains, respectively. The initial coordinates for this
model were taken from the EcNikR structure in the cis
conformation bound to its operator DNA (PDB code 2HZV).6

The geometry of the initial model was optimized at the
B3LYP/6-31G(d) level using tight convergence criteria in
the GAUSSIAN software.28 The optimized structure of this
model was subjected to single-point calculations in order to
derive ESP charges according to the Merz-Kollman
scheme.29 RESP charges were obtained with the RESP
module of the AMBER 10 software package.26 Force field
values for distances, angles, dihedral angles, and partial
charges were obtained from the optimized structure (Tables
3-5SI, Supporting Information). Appropriate force field
constants were found in the literature.30,31 The Amber
ff99SB32 and TIP3P33 force fields were used for the protein
frame and water, respectively, while known parameters were
used for Na+ 34 and Cl-.35

Molecular Dynamics. The time step was 1 fs, and the
structures were sampled every picosecond. Periodic boundary
conditions (PBC) were applied. Particle mesh Ewald (PME)
was used to calculate electrostatic interactions. The cutoff
values for the real part of the electrostatic interactions and
for the van der Waals interactions were set to 10 Å.

Each system was geometry optimized in five cycles of
5000 steps of conjugate gradient. In the first cycle, water
molecules were relaxed while the protein was constrained
using a harmonic potential with a force constant of 50 kcal
mol-1 Å-2. In the second cycle, the same constraint was
applied to all non-hydrogen atoms. In the third and fourth
cycle, only the position of the Ni2+ coordination polyhedron
was constrained using a harmonic potential with a force
constant of 50 and 25 kcal mol-1 Å-2, respectively. Finally,
in the fifth cycle no constraints were applied.

The systems were subjected to 40 or 100 ns of molecular
dynamics (MD) simulations. During the first 240 ps, the
temperature was raised from 0 to 300 K at a regular rate of
1.25 K ps-1 and keeping the pressure constant (1 atm) using
a Berendsen barostat.36 During this time, positional con-
straints were applied on the protein atoms and Ni2+ ions
(force constant of 32 kcal mol-1 Å-2). Subsequently, 160
ps of MD simulation was run at 300 K using a Berendsen
thermostat36 using the same positional constraints. Then, 200
ps of MD simulation was run at 300 K applying the same
harmonic potential as above to the protein backbone and Ni2+

ions. Finally, in the following 200 ps of MD simulation, only
the Ni2+ ions were constrained, using the same harmonic

potential. In the subsequent simulations, no constraints were
applied and the Berendsen thermostat was used.36

These calculations were performed using NAMD 2.7b137

running on the IBM Blue Gene/P JUGENE supercomputer
(Jülich Supercomputing Centre, JSC, Jülich, Germany) for
a total of more than 1 300 000 h of calculation.

Calculated Properties. The CR root-mean-square devia-
tion (rmsd) was calculated using the minimized structure as
reference. On the basis of rmsd vs time plots (see Results
section), we calculated averaged properties for the cis and
trans conformations after the first 15 ns of simulation. The
average number of hydrogen bonds was calculated using the
Chimera program38 with its standard parameters. Representa-
tive conformations during the dynamics were identified by
the clustering analysis of the PTRAJ module of AMBER
10.26 The same module was used to calculate the Na-O,
Cl-O, and Na-Cl radial distribution functions, allowing us
to exclude formation of NaCl aggregates during the simula-
tion.27 The covariance matrices of pair correlations of the
displacements of the CR atoms were calculated as

where ri,µ is the µth Cartesian coordinate of the CR atom of
the ith amino acid and 〈〉 represents the MD average. The
calculation was preceded by removal of the rigid-body
motions (translations and rotations) accomplished by opti-
mally superposing the MBDs onto the initial reference
structure. This procedure, as opposed to aligning the whole
molecular complex, removes possible artifactual covariance
signals resulting from compensating the displacements of the
mobile DBDs with reorientations of the whole NikR
molecule. From the covariance matrix we calculated (i) the
principal components after matrix diagonalization, (ii) the
normalized correlation matrix39

(iii) the cREL parameter,17 which provides an estimate of
the relevance of specific residues in inter-residue dynamical
relationships

and (iv) the cFLX parameter,17 which estimates flexibility
as a function of the standard deviation of the distance
between consecutive CR atoms summed over chains

The protein subdomains were identified by submitting the
top 10 principal components to the PiSQRD server (available
at http://pisqrd.escience-lab.org/).40

Coarse-Grained Modeling. The HpNikR internal dynam-
ics were investigated using the �-Gaussian elastic network
model,41 as implemented in an in-house computer program

Cij,µν ) 〈(ri,µ - 〈ri,µ〉) · (rj,ν - 〈rj,ν〉)〉
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freely available for academic use (requests should be directed
to C.M.). In the model used, all amino acids are represented
by one centroid for the main chain and another for the side
chain, except for glycines for which only the former is used.
In the case of ENMs based on single-centroid representations,
it is necessary to set the range of the harmonic interaction
between pairs of interacting centroids to ca. 13-15 Å in order
to avoid the appearance of zero-energy modes other than
the global translations and rotations of the molecule. The
presence of the side chain centroid, while not impacting on
the computational complexity of the model, allows us to limit
the range of the contact interactions to the more realistic
values of ca. 7.5 Å without generating spurious zero-energy
modes. In the present context, each bound Ni2+ ion was
treated as a single effective centroid in the network (as if it
were the main chain centroid of a glycine).

NMR Spectroscopy. Triply labeled [98% 2H/15N/13C]
apo-HpNikR was prepared using E. coli BL21(DE3) cells,
harboring the pET15b-nikR construct.14 The cells were
grown at 37 °C in Silantes-OD2 medium (Spectra 2000),
enriched with 98% of 2H, 13C, and 15N. The expression was
induced using IPTG (isopropyl �-thiogalactopyranoside) and
carried out at 28 °C for 16 h after induction. Protein
purification was carried out as previously reported,14 yielding
35 mg/L of pure labeled protein. The NMR samples
contained 0.5 mM of tetrameric HpNikR, diluted in 20 mM
HEPES, 150 mM NaCl, at pH 7.0. Solutions of 4Ni-HpNikR
were prepared by adding a 100 mM solution of NiSO4 in
the same buffer to a final concentration of 2.0 mM.

2D 1H-15N TROSY-HSQC experiments42 for the apo-
and 4Ni-bound protein were carried out at 298 and 315 K
on a 21.1-T Bruker AVANCE 900 spectrometer equipped
with a TCI cryoprobe. Experiments were acquired with a
relaxation delay of 1.2 s and an acquisition time of 87 ms.
Typical acquisitions were done with 4 scans for each FID
for a matrix of 1024 × 256 data points.

13C-13C NOESY maps43 for the apo- and 4Ni-bound
protein were acquired on a 16.4 T Bruker AVANCE 700
spectrometer equipped with a triple-resonance observe cryo-
probe optimized for 13C direct detection at 298 and 315 K.
Experiments were acquired with a relaxation delay of 2 s

and an acquisition time of 29 ms. A mixing time of 1.5 ms
was used to allow spin diffusion and detection of side chain
complete spin patterns. Composite pulse decoupling on 1H
and 2H was applied during the whole duration of the
experiments. 13C-13C NOESY maps were recorded on the
full spectral width (200 ppm) with 64 scans per increment
and with 2048 × 1024 data points.

Results

I. Molecular Dynamics. Hereafter we report on the
results of atomistic MD simulations of the three conformers
of HpNikR in each of the three different metal-bound states,
carried out in explicit aqueous solution at 150 mM NaCl
ionic strength. The calculations involved a well-established
approach44-49 that entailed molecular dynamics simulations
starting from structures obtained by homology modeling
carried out using known structures of NikR from H. pylori,
E. coli, and P. horikoshii. This allowed us to prepare a set
of consistently built and equally validated structures repre-
senting the three conformations present in solutions as
sampled by X-ray crystallography. In all cases investigated,
both the overall protein fold and the structure of each domain
were largely maintained. The rmsds of the cis and trans
conformations appear to be converged (Figure 2A and 2B)
as opposed to the open conformation, for which convergence
is not attained for any of the metal-bound forms (Figure 2C).

Simulation of the cis-apo form (Figure 2A) reveals a
structural evolution characterized by a considerable widening
of one interdomain angle, while the other angle does not
change significantly (Table 1). The conformation thus
attained peculiarly resembles that of the atypical X-ray
structure of apo-EcNikR (PDB code 1Q5V). The cis-2Ni
form tends to evolve toward the open conformation found
in the X-ray structures, with a widening of the Ω angles
reaching ∼50°. In the presence of 4 Ni2+ ions, the cis form
evolves toward an asymmetric structure characterized by a
ca. 35° increase of one interdomain angle to values typical
of the open form (see Table 1SI, Supporting Information)
while the other angle decreases by ca. 10°. These data
indicate that the cis conformer is not dynamically stable
independent of the presence of Ni2+ ions. In turn, this

Figure 2. rmsd vs time plots for CR atoms of HpNikR in (A) cis, (B) trans, and (C) open conformations. The metalation states
of the protein are reported using the black line (apo), red line (2 Ni2+ ions), and blue line (4 Ni2+ ions). The dotted vertical line
in each panel indicates the 15 ns time limit.
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suggests that the presence of DNA is necessary to stabilize
the correct conformation of NikR for the interaction with
its operator.

Simulations of the trans conformation in the presence of
0, 2, or 4 Ni2+ ions indicate an overall change in the rmsd
(Figure 2B) that is about one-half of that observed for the
cis case (∼3 vs ∼6 Å) with the Ω angles remaining
significantly closer to the initial values independent of the

Ni2+ content (Table 1). This observation indicates that this
conformer is relatively more resilient to change the inter-
domain orientation as compared to the cis form. The large
movements observed for the open conformation, overall
spanning a range of 4-8 Å (Figure 2C) and leading to the
lack of convergence of the rmsd independent of the Ni2+

content, suggests that in this case the protein is able to
explore a shallower free energy landscape. At present, a much

Table 1. HpNikR Model Structures and Most Representative Structures During the MD Simulations

a rmsd calculated for the most representative cluster of structures. The rmsd calculated superimposing separately the DBD and the MBD
domains in order to eliminate the rmsd contribution due to domain movement is reported in parentheses. b Ω angles defined as in Figure 1;
the average is calculated considering only the most representative cluster of structures ( one standard deviation. c The structure reported is
representative of the most populated cluster of structures. d The inertia ellipsoids were calculated using the UCSF Chimera software.
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longer time scale simulation of such large systems appears
not to be feasible even in the largest supercomputers
available, such as the one used for this work. The lack of
convergence for the open conformations induced us not to
carry out a detailed analysis of the structural parameters for
this case.

An analysis of the average number of H bonds in the
various metal-bound states of all structures belonging to the
most representative cluster revealed that the trans conforma-
tion is characterized by ca. 10% more H bonds as compared
to the cis conformation, independent of the Ni2+ content.
This is contrasted by the ca. 15% decrease of the number of
H bonds within four shells around the metal-binding sites
observed in the case of the trans vs cis conformer. These
observations support the view that, in the case of the trans
form, the nickel binding relaxes the structure in the MBD
while enhancing, on the other hand, the rigidity of the overall
protein architecture.

To pinpoint the protein regions involved in the observed
structural changes during the MD simulations of the cis and
trans conformers, we carried out an analysis of the backbone
dihedral angles Φ and Ψ as a function of residue number
(Figure 3). Two regions were detected as undergoing
variations consistently among all cis and trans conformers:
residues 50-60 (the linker between the MBD and the DBD)
and residues 30-35 (a loop connecting the first and second
helix in the DBD domain). This reveals the presence of two
subdomains in the DBDs. No significant differences of the
variations of dihedral angles were observed either upon
changing the Ni2+ content or between the two conformations.

The correlation and flexibility parameters cREL and cFLX
can be used to estimate, respectively, the structural stability
and instability of proteins regions.17 Plots of cREL as a
function of residue number for the cis and trans conforma-
tions (Figure 4A and 4B, respectively) allow us to propose

that the presence of 2 or 4 Ni2+ ions causes an increase of
disorder of the MBD region in contact with the DBD
(residues ca. 110-140). Moreover, addition of Ni2+ ions in
the trans conformation also increases disorder in the protein
region starting from the linker between the MDB and DBD
and extending to the metal-binding portion (residues 55-110).
Plots of cFLX for the same conformers (Figure 4C and 4D)
show the presence of a very flexible region corresponding
to the linker between the DBD and the MBD as well as a
flexible portion that divides the DBD into two subdomains
in correspondence of the loop between the first and the
second R-helix, consistent with the analysis of the dihedral
angles. Other minor regions of high flexibility correspond
to loops between elements of secondary structure throughout
the protein.

Motion correlations between various subparts of the
protein can be identified by a calculation of the covariance
matrices of the amino acids displacements. Visual inspection
of the corresponding maps (Figure 5) immediately conveys
the remarkable fact that in the cis conformation the motion
of the two DBDs is anticorrelated, meaning that they move
along opposite directions, with both Ω angles tending to
concomitantly increase or decrease. In contrast, in the trans
conformation the two DBDs have a positive motion correla-
tion. The results, supported by inspection of the covariance
principal components, indicate that the internal fluctuations
of the cis conformation favor a scissor-like movement of
the DBDs while the trans conformation tends to maintain a
collinear geometry of the DBDs. Hence, the internal dynam-
ics of both the cis and the trans forms can facilitate their
conversion to the open conformer. For the considered
conformations, the simulations with bound Ni2+ ions display
an appreciable decrease of the absolute magnitude of the
DBDs correlation with respect to the simulations of the apo
forms. (We recall that the apo simulations have a longer

Figure 3. Backbone torsional angle analysis for HpNikR in cis (top panels) and trans (bottom panels) conformations in different
metalation states: apo (left panels), 2Ni2+ ions (central panels), and 4Ni2+ ions (right panel). The plots report the absolute value
of the difference between the angles in the structure representative of the most populated cluster and those in the minimized
starting structure. Φ angles are reported with black lines, while Ψ angles are reported with red lines.
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duration (100 ns) compared to those with the bound metal
ions (40 ns), yet the described DBD correlations are
maintained independent of the different simulation durations.
This was ascertained by verifying the consistency of the
correlation matrix shown in Figure 5 with that restricted to
the 40 ns simulation time.) These results indicate that the
degree of correlation of the DBDs motion depends on the
content of Ni2+ ions. This fact suggests that the presence of
nickel affects the interconversion capability across the various
NikR conformers, causing a loss of correlated motion of the
DBD domains. Interestingly, for both the trans and the cis
trajectories the loss of correlation is not accompanied by an
appreciable decrease of the overall mobility of the domains.
In fact, the total mean square fluctuation of the molecule,
calculated over the 15-40 ns interval, remains approximately
equal to 1100 Å2 for the cis simulations and about 660 Å2

for the trans case irrespective of the number of bound Ni2+

ions.
Further insights into the large-scale internal motions of

HpNikR can be obtained by a suitable analysis of the most
representative conformations for the various trajectories. In
particular, the principal components of the covariance matrix
computed over the nine MD most representative structures
were processed by the PiSQRD online tool40 with the aim

of identifying the protein quasi-rigid dynamical subdomains.
The number of optimal quasi-rigid domains depends on the
amount of overall structural fluctuations of the system (the
mean square deviation of the nine MD most representative
structures) that one wishes to capture in terms of the relative
motion of quasi-rigid subparts.50 By considering simulta-
neously the ensemble of all such conformers visited by all
the trajectories it is possible to identify the main dynamical
subdomains whose relative, rigid-like motion is sufficient
to reproduce the breadth of the heterogeneous conformational
space visited by all the trajectories, including the configu-
rational space spanned by the slowly converging open
simulations.

Nearly 50% of the mean square deviation (MSD) across
the structure representatives of the nine trajectories is
ascribable to the relative movements of the two DBDs with
respect to the central MBD. The subdivision indicates that
the linkers between the MDB and the DBDs act as retractable
hinges for the DBD motion. In fact, on the one hand, the
two DBDs are capable of rotating around the ideal hinge axis
connecting the two linkers and, on the other hand, the separation
of the DBD from the MDB depends on the degree of stretching
of the linkers themselves. Throughout the various trajectories,
the central core maintains its structure, with only minor

Figure 4. Correlation relevance summed over chains (cREL, A and B) and residue flexibility (cFLX, C and D) for the cis and
trans simulations. The metalation states of the protein are reported using black lines (apo), red lines (2 Ni2+ ions), and blue
lines (4 Ni2+ ions).
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internal deformations. Indeed, upon increasing to five the
number of quasi-rigid domains, so to capture an even larger
fraction of the ensemble MSD, it is found that the central
core is still recognized as a single rigid unit while each of
the DBD is split in two subunits. A minor but still sizable
fraction of the HpNikR conformational variability resides
in the internal mobility of each of the two DBD, as signaled
by the fact that the subdivision in five units captures ca. 70%
of the ensemble MSD. Consistent with the analysis of
dihedral angles and the cFLX parameter, the internal
dynamical boundary of the DBDs separates the part closest
to the MBD from the most peripheral protein portion
constituted by amino acids 8-42 on one chain and 8-21
on the other chain.

The results from this coarse-grained perspective indicate
that the structural variability of HpNikR observed across the
nine trajectories is accountable by the relative roto-
translational motion of very few quasi-rigid subparts that are
connected by motion hinges, fully consistent with the
indications of the dihedral angles analysis.

II. Coarse-Grained Modeling. In light of previous
studies17,18 it appears most interesting to ascertain whether
the large-scale internal motions of HpNikR are encoded in
the overall structural organization of the protein or if they
are influenced by fine chemical aspects, such as the presence
of bound Ni2+ ions. We tackled these questions using the
�-Gaussian elastic network model (ENM).41 Because of its
minimalistic character, the model highlights the internal
dynamic properties that are robustly encoded in the overall
structural organization of a protein. The specific model
employed here differs from that previously used for NikR18

by the fact that the amino acids are represented by more

than one interaction center (or centroid, see Methods for
details). This has been shown to improve the consistency of
the model predictions (covariance and correlation matrices,
essential dynamical spaces) with results from extensive
atomistic MD simulations.41,51-53

The model was accordingly used to compute the 10 lowest
energy modes of fluctuations of the main structural repre-
sentatives for each of the six cis and trans trajectories;
because of the lack of convergence of the open MD
trajectories, the three initial energy-minimized open structures
were used. In a similar spirit to previous work,18 we
ascertained whether the low-energy modes can assist the
open, cis, and trans interconversions at a fixed number of
bound Ni ions by projecting the structure difference vector
of various pairs of representatives (aligned over the common
set of amino acids) on the space of the 10 lowest energy
modes of either representative. We found that irrespective
of the number of bound Ni2+ ions, the 10 lowest energy
modes of the open structures could account for 48 ( 9% of
the difference vectors with either the cis and trans conforma-
tions. Comparable results were found for the cis structures,
whose modes captured about 43 ( 9% of the difference
vectors with either the open or trans form. The worst
compliance of the lowest energy modes with the difference
vectors was observed for the trans form. Indeed, only about
36 ( 12% of the difference vectors with the open or cis
form was projected on the lowest energy modes of the trans
structure. This result appears to be highly consistent with
the analysis of the MD covariance matrices described above,
which indicates a facilitated interconversion from the cis to
the open form, while the internal dynamics of the trans

Figure 5. Residue-residue-based map of CR correlation matrices of HpNikR in cis (top panels) and trans (bottom panels)
conformations. Red and orange regions show positive correlation, while dark blue regions indicate anticorrelation. The black
lines indicate the border between one chain and the subsequent chain.
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conformer is not particularly prone to interconvert toward
the two other conformations.

A notable difference between the results obtained using
the elastic-network model as compared to the observations
derived from the MD analysis is that, in the first case, no
significant differences are observed as a function of the
number of bound Ni2+. Overall, the results of ENM
calculations confirm previous observations17,18 that the
structural architecture of NikR is predisposed to sustain low-
energy fluctuations that can assist the interconversion
between different NikR forms. In addition, the MD covari-
ance analysis reveals that the presence of the bound metal
ions can significantly alter the internal dynamics and hence
impact on the interconversion dynamics.

III. NMR Spectroscopy. To investigate the structural
determinants of the protein at longer time scales than those
studied by MD, we performed NMR measurements of the
protein in solution at the same ionic strength as that of the
simulations and at temperatures (298-315 K) that include
that of our MD simulations. The 1H-15N TROSY-HSQC
spectrum of apo HpNikR, which provides information on
the structural features of the backbone, shows a number of
peaks consistent with the number of amino acids in the
protein sequence (Figure 6A, black trace). This observation
points to the presence, in solution, of the apo form of the
protein either in the single open symmetric conformation or
undergoing conformational equilibria with submilliseconds
interconversion among various conformers. Concomitantly,
these results exclude the presence of only the rigid cis or
rigid trans conformations in solution, for which two sets of
resonances would be expected because of the different
structures of the linker regions between the MBD and the
DBDs for each monomer. The same situation holds for the
1H-15N TROSY-HSQC spectrum of the 4Ni-bound HpNikR
(Figure 6A, red trace), indicating that the presence of 4 Ni2+

ions bound to the protein does not induce a conformational
change to a rigid cis form. Over the investigated range of
temperatures (298-315 K), signals remain sharp and no
signal splitting is observed. While this does not allow us to
distinguish between the rigid symmetric or the fluxional
behaviors described above using NMR, the presence of the
rigid open conformation in solution can be excluded on the
basis of our MD and coarse-grained calculations.

13C-13C NOESY maps of both apo- and 4Ni-bound
HpNikR provide information on the structural features of
the side chains. In these maps, intraresidue cross peaks could
be easily detected for most residues due to the spin-diffusion
effects operative at the long mixing time used in these
experiments (Figure 6B). By taking advantage of the residue-
specific chemical shifts of carbon nuclei resonances and using
intraresidue NOESY connectivities, we were able to identify
the spin patterns of most aliphatic residues and of some
aromatic residues. This allowed us to verify that the number
of spin patterns observed for a given type of amino acid
corresponds to the frequency of that residue type in the
protein sequence (this is, for example, the case of isoleucine
(a) and alanine (b) residues indicated in Figure 6B).
Therefore, no distinct conformations, on the chemical shift

NMR time scale, are observed for any side chains of the
identified amino acids.

Comparison of the spectra of the apo- and 4Ni-protein
shows significant differences in the chemical shift of the
backbone amides (in the TROSY-HSQC) and side chain
carbon nuclei (in the 13C-13C NOESY) for the two meta-
lation states. The 1H-15N TROSY-HSQC patterns can be
taken as a fingerprint for backbone structure of the differently
metal-bound protein forms. The existence of a backbone
structure signature for each metal-bound state translates into
different spectral patterns for the side chains in 13C-13C
NOESY maps. Our NMR data indicate that the presence of
Ni2+ does affect the position of the conformational equilibria
occurring on the submilliseconds time scale. On the other
hand, MD simulations do not show Ni-dependent changes
in the structural interconversion on the multinanoseconds

Figure 6. Superimposition of the NMR spectra for
[2H,13C,15N] apo-HpNikR (black trace) and 4Ni-HpNikR (red
trace): (A) 1H-15N TROSY-HSQC spectra at 315 K; (B)
aliphatic region of the 13C-13C NOESY at 315 K. Insets a
and b in the NOESY spectrum correspond to the region of
the Cγ1-Cδ connectivities for Ile residues and to the region
of the CR-C� connectivities for Ala residues, respectively.
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time scale. Taken together, the two independent sets of
information provide a time range for the equilibria among
different structures.

Discussion

Several issues involving the role of Ni2+ ions in the
structure-function relationships of H. pylori NikR, a nickel-
dependent transcription regulator, have been addressed in
this study using computational and theoretical tools as well
as solution NMR experiments. The techniques were com-
bined to gain insight into the capability of HpNikR to
interconvert between the main distinct structural states found
in crystal structures, namely, the open, cis, and trans states.
In particular, the questions that we addressed concern (i) the
structure and conformational fluctuations of the protein in a
relatively short time scale (tens of nanoseconds) using
atomistic MD simulations in explicit solvent, and at longer
time scales, using coarse-grained MD analysis and modeling,
as well as NMR experiments, (ii) the role of Ni2+ in
promoting the cis conformation, known to bind DNA, as
opposed to the open or trans conformations, (iii) the
mechanism by which the active cis conformation interacts
with DNA, investigating whether the NikR-DNA interaction
occurs through an induced fit mechanism or a conformation
selection in solution or a combination of both.

Our MD simulations allow us to suggest that within the
time scale of few tens of nanoseconds, the cis conformation
in solution evolves toward the open form found in the solid
state.6 The trans conformation in solution features a signifi-
cantly higher resilience to change its morphology. A key
region of the protein undergoing local changes upon Ni2+

binding is the loop acting as a hinge between two subdomains
of each DBD.

In particular, the open conformation did not reach con-
vergence in a relatively long time scale for this large system
(up to 0.1 µs for the apo form), pointing to a larger degree
of structural mobility than that of the other two forms. This
hampered any analysis of the structural parameters. However,
this finding does suggest that the observation of a specific
conformation for this protein form in the solid state (Table
1SI, Supporting Information) might be the result of crystal
packing effects, which may not be maintained in solution.
Most likely, also the Ni-bound forms do not converge in a
similar time scale, although we were able to explore only
up to 0.04 µs for these forms. NMR experiments, performed
here in the same conditions as those of the MD simulations,
indicate that a much longer time scale, up to a millisecond,
might be required for the system to reach equilibration. In
fact, the symmetric average structure found by NMR
combined with the known fact that HpNikR in solution binds
DNA in an asymmetric (cis) conformation indicate not only
that conformational states with different symmetry exist in
solution but that they also interconvert on the submillisecond
time scale.

The tendency of Ni2+ to increase the motional disorder
of flexible protein regions at the interface between the MBD
and the DBD was observed in both the cis and trans
conformers by MD simulations. In the absence of metal ions,
the motion of the DBDs with respect to the MBD is

anticorrelated in the case of the cis conformer: this indicates
that the protein architecture is intimately designed to move
in a scissor-like mode, producing a concerted modulation
of the distance of the DNA-binding regions and therefore
favoring an induced fit recognition mechanism. On the other
hand, the interdomain movement is positively correlated in
the case of the trans conformation. This is consistent with a
possible evolution of this conformer initially toward the open
and subsequently to the cis form in order to be activated for
DNA binding. This view is supported by the analysis based
on elastic networks, which indicated that the internal
dynamics of HpNikR conformers in the open and cis forms
favor their mutual interconversion. On the other hand, the
internal dynamics of trans conformers were found less
favorable for their interconversion toward the other forms
compatibly with the lower DBDs mobility found in MD
simulations for these conformers compared to the case of
cis conformers.

In the presence of 2 or 4 Ni2+ ions these correlated
motions decrease, suggesting that the presence of Ni2+ ions
unlocks the reciprocal orientations of the DBDs vs the MBD.
The dependence of the correlation pattern on the number of
bound metal ions was systematically observed across all
types of conformations and hence points to a robust mech-
anism through which the Ni2+ ions binding in a rigid part
of the molecule can influence the dynamics of the peripheral
domains.

As mentioned above, our MD calculations suggest that
the presence of Ni2+ ions affects the conformational fluctua-
tions. However, it does not significantly change the average
structures in the time scales investigated by our MD
simulations. The high CPU cost of the latter prevented us
from further prolonging the simulations. Then, to address
this issue, we performed high-resolution NMR spectroscopy
on HpNikR in solution at the same ionic strength as in the
simulations. These experiments reveal that the presence of
Ni2+ does affect the structure of the protein but by itself the
binding of these ions is not sufficient to attain the sole cis
form in solution. Hence, additional effects, such as the
presence of DNA causing a blockage of a conformational
fluxional behavior of the protein, must operate in solution
to yield the NikR-DNA complex.

The overall picture emerging from our study is consistently
interpreted within the most recent and general interpretative
frameworks for protein-macromolecule interaction.54 NMR
studies here indicate that NikR is present in solution either
in a single symmetric conformation or as an average
ensemble of conformers interconverting on the submillisec-
onds time scale. However, it is the asymmetric cis conformer
(suggested to be stable in solution by our simulations) that
binds selectively to DNA, as shown by X-ray crystal-
lography.6 The open conformation, also suggested to be
stable in solution by MD calculations, is symmetric and fully
consistent with NMR data. Other conformations, such as the
crystallographically established trans conformation, found to
be stable in aqueous solution by MD simulations, could also
be present. Hence, here we speculate that the cis conforma-
tion (and maybe other conformations such as the trans) are
in equilibrium with the symmetric open conformation in the
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submilliseconds time scale or less. The proposed picture is
fully consistent with NMR data. It needs to be further
validated against calculations and/or experiments.

The conformational change from the open (and perhaps
other conformers such as the trans) to the cis form must occur
upon DNA binding. The observed effect of the bound Ni2+

ions in unlocking the relative movement of the DBDs vs
the MBD could be instrumental to facilitate protein-DNA
molecular recognition. Of course, it cannot be ruled out that
the molecular-recognition step is aided by a concurrent
induced fit step. Further investigations of these aspects, by
means of computational techniques such as advanced ther-
modynamic sampling as well as simulations using the
structure of the PhNikR, ought to provide further elements
to pinpoint the key steps governing the Ni-regulated interac-
tion of NikR and DNA.
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Abstract: Amyloid fibrils are highly ordered protein aggregates, which are associated with many
neurodegenerative diseases. The assembling dynamics of monomeric beta-amyloid peptides,
A�, into small aggregates (and then into long fibrils) is still debated and has become a hot
topic. In this study, we conducted molecular dynamics simulations in explicit water of small A�
protofibrils (from monomer to pentamer) under the perturbation of an externally applied electric
field with the aim of investigating the fundamental molecular interactions involved in the
aggregation mechanism. Dynamics of small adducts of A�(16-42) in the presence of an electric
field, which was shown before to accelerate the conformational change of a single molecule,
indicate that the structural resilience increases with the number of molecules in the aggregate.
In particular, for 50 ns, the pentamer shows an enhanced stability in secondary structure, number
of hydrogen bonds, and number of salt bridges, even in the presence of the field perturbation.
The resilience to the field perturbation is linked to the variation of the induced dipole moment of
the aggregates that tends to level off very rapidly with the growing number of molecules, thereby
reducing the energy available per molecule to produce structural changes. The results also
show that in the presence of the field the stability of the hydrophobic second �-sheet (�2, residues
31-42) is higher than that of the first one (�1, residues 18-26). In particular, we identify Gly33,
Gly37, and Met35 as the most important residues that stabilize the intermolecular packing and
may act as nucleation sites for fibrillization. Furthermore, dynamics of the full-length A�(1-42)
pentameric aggregate, which include the highly charged random coil residues 1-15, confirmed
the key role of the second hydrophobic core in the protofibril structure.

1. Introduction

The interest in amyloid fibrils arises because of their
association with neurodegenerative diseases, including Alzhe-
imer’s disease (AD), type 2 diabetes, prion diseases, Par-
kinson’s disease, senile systematic amyloidosis, and Hun-
tington’s disease.1-3 Amyloid diseases are characterized by
extracellular deposition of insoluble plaques of misfolded
polypeptides aggregated into ordered fibril structures. X-ray
diffraction from amyloid fibrils shows that, despite differ-

ences in the amino acid sequence, they share a common
cross-� structural motif, where �-strands run perpendicular
to the long axis of the fibrils while the hydrogen bonds
between �-strands are parallel to the axis.4

The major component of the amyloid plaques of AD is
the 39-42-residue-long amyloid-� (A�) peptide, which is
generated from the amyloid precursor protein by the pro-
teolitic activities of �- and γ-secretase.5 It has been shown
that before fibril formation, natively unstructured monomeric
A� peptide undergoes large conformational changes from a
high R-helix content peptide into a spherical amyloid
intermediate, which contains predominantly �-sheet struc-
tures.6 Small A� oligomers shows higher toxicity than the
fibril, indicating that the �-sheet formation may trigger
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neurotoxicity.7-10 It is also known that A�42 is more prone
to aggregation than the shorter A�40.11-13

Understanding the molecular mechanisms of A� amyloid
fibril formation and its early detection is important in the
elucidation of the role of endogenous factors that may inhibit
amyloidogenesis in the normal brain and/or promote it in
the AD brain and could also play a role in the design and
development of new types of ultrastrong materials because
of the high mechanical toughness of the fibrils.14 Prerequisite
to the elucidation of the pathway of aggregation is the
understanding of the thermodynamics of the aggregation
process and in particular of the conformational rearrange-
ments that carry the starting proteins to the product A�
amyloid fibril. Perturbations of the thermodynamics proper-
ties of a protein in its soluble or its fibrillar state are usually
measured by solid-state NMR spectroscopy, Fourier-
transform IR, circular dichroism, gel filtration, electron
microscopy, etc., but do not necessarily correlate with the
aggregation pathway.15 Structural information about the
fibrils comes primarily from electron microscopy images,
X-raydiffraction,solid-stateNMR,andbiochemicalstudies.16-18

On the basis of such experimental observations, several
atomic models for amyloid fibril structure have been
proposed.19-22 They show that the N-terminal segment,
where polar residues are located, exhibits a disordered
structure, whereas the C-terminal segment is more ordered
and characterized by two hydrophobic �-strands connected
by a turn. These two �-sheets are constructed by residues
18-26 (�1) and residues 31-42 (�2), while the loop
comprises residues 27-30 (see Figure 1).

Experimental studies, supported by computer simulations,
have shown that also fragments of A� can form fibrils. In
particular, simulations performed on �-strand segments such
as A�10-35, A�16-35, and A�29-42 peptides23,24 form in register
parallel �-sheets, while A�34-42 and A�16-22 prefer an
antiparallel organization.18,25,26 In the model proposed by
Ma and Nussinov23 the key structural feature of the salt
bridge between Asp23-Lys28 is illustrated, along with the
intramolecular hydrophobic cluster between Leu17/Phe19
and Ile32/Leu34.

Nussinov and co-workers performed several MD simula-
tions investigating the protofibril structure and stability of
A�17-42 in linear-like27 and annular-like structures.28 It has
also been shown that while fibrillar A� amyloids are always
organized in a parallel �-sheet conformation, small oligo-
meric A� display an antiparallel �-sheet structure.29 Here,
we investigate only a fibrillar-like arrangement.

Molecular dynamics simulations of long protofilaments,
not considered here, confirmed the role of strong hydrophobic
interactions between the �-strands for the stability of the fibril
structure.30 Recently, the aggregation behavior of small
protofibrillar aggregates (from dimer to pentamer) of A�17-42

was studied by MD simulations, suggesting that the second
hydrophobic �-strand may act as the nucleation site for
aggregation.31 The role of the �2 portion in stabilizing small
aggregates and possibly inducing the growth of fibrils was
also confirmed by MD simulations performed on the full-
length A�(1-42).32

The early detection of the amyloid aggregates could also
be important for an early diagnosis of the disease and could
be obtained by transistor-based sensors.33-35 Structural and
functional modifications of biosystems by electromagnetic
field exposure are also a growing concern for society. For
instance, a recent study showed evidence of nonthermal
microwave damage of brain tissue in exposed rats.36

Microwave radiation was shown to induce changes in protein
conformations and to promote formation of amyloid fibrils
in vitro under nonphysiological conditions.37 Electric fields
and electric potentials also have therapeutical effects in deep
brain stimulation techniques, where the application of
relatively small voltages (∼1-3 V) by an electrode implanted
in the brain is used to treat Parkinson’s disease symptoms.38

Changes in electrical fields associated with membranes can
play a role in diseases such as Alzheimer’s.39,40

To the best of our knowledge, the possible use of an
electric field to influence or modify the strong interactions
that exist in amyloid fibrils has not yet been considered. It
therefore appears important to investigate the behavior of
biosystems under an external electric field (EF). In particular,
analysis of the modifications of the structure of individual
proteins, their aggregates, and the aggregation mechanism
are of practical interest. Computational approaches are
rapidly becoming inexpensive and accurate tools to perform
such investigation. We recently studied the effect of an

Figure 1. (a) Amino acid sequence of A�(16-42). The
hydrophobic residues are in green, positively and negatively
charged residues are in blue and red, respectively, while polar
residues are in black. �-Sheets, �1 and �2, are also indicated.
(b) The 3D structure of A� pentamer. Ribbon diagram of the
core structure of residues 16-42 showing the intermolecular
nature of the inter-�-strands interactions. Red dotted lines
indicate the intermolecular H bonds. Individual molecules are
labeled as A, B, C, D, and E.
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electric field on the coil-to-� sheet conversion of the amyloid
peptide,41 with an approach similar to that of Budi et al.42-44

We also investigated the effect of an electric field on a
nanosize water drop deposited on a surface45 and the effect
of water on the response of an organic field effect transistor.46

In this work, we examine the early response of small amyloid
protofibrils to an externally applied electric field. The external
electric field is set to 0.5 V/nm (and in one case to 0.25
V/nm) since this magnitude was shown to be close to the
limit of instability of water and strongly modified the
conformation of a single amyloid peptide in water.41,47

2. Methods

2.1. Structural Model. The starting structures were
extracted from the model, deposited in the Protein Data Bank,
whose PDB code is 2BEG.20 The 3D structure of the
Alzheimer’s A�(1-42) protofilament was obtained using
hydrogen-bonding constraints from quenched hydrogen/
deuterium-exchange NMR, side-chain packing constraints
from pairwise mutagenesis studies, and parallel, in-register
�-sheet arrangement from previous solid-state NMR studies.
The model contains 10 structures of a pentamer of the
�-amyloid (17-42) peptides. The first 16 residues are
disordered, and the 3D structure contains coordinates of the
core structure of residues 17-42.

For the calculations, the first structure of the pentamer was
extracted. At each molecule the residue Lys16 was added in
order to neutralize the system. In this way, each molecule
contains two negatively charged residues (Glu22 and Asp23)
and two positively charged residues (Lys16 and Lys28).

The peptides A�(16-42) were terminated by an acetyl
group at the N-terminus and by N-methyl group at the
C-terminus. Figure 1 shows the amino acid sequence and
the starting structure of the �-amyloid protofilament.

The core of the amyloid fibril is composed of two �-sheets
(�1 and �2) whose strands are perpendicular to the fibril
axis and hydrogen bonds between peptides that run roughly
parallel to the axis. The first, �1, comprises residues Val18-
Ser26, residues Gly27-Ala30 form a turn, residues Ile31-
Ala42 form the second strand, �2. Asp23 and Lys28 form a
salt bridge, which has been shown in previous computational
studies23 to be fundamental for the fibril structure and in
the stabilization the U-shape of the peptide.

The systems simulated were the monomer (molecule A),
the dimer adduct (molecules A and B), the trimer adduct
(molecules A, B, and C), the tetramer adduct (molecules A,
B, C, and D), and pentamer adduct (molecules A, B, C, D,
and E) in water boxes of 64 Å side lengths containing about
8000 water molecules.

2.2. Molecular Dynamics. The calculations were per-
formed with the NAMD 2.6 Molecular Dynamics program48

using periodic boundary conditions and cubic simulation
cells. Electrostatic interactions were calculated with the
particle mesh Ewald (PME) method49-51 with a grid spacing
of 1.2 Å and a spline interpolation of order 4. We used a
cutoff of 12 Å for the real-space direct sum part of the Ewald
sum and for the van der Waals interactions. The time
integration step was set to 2 fs. Simulations at 300 K were

carried out for all systems. Rigid bonds involving hydrogen
atoms were constrained using the SHAKE algorithm.52 The
force field adopted is CHARMM2753 for the peptide,
whereas water is modeled by the TIP3P force field.54 The
calculations were carried out in steps: (a) minimization of
the lateral chains, with the backbone frozen; (b) minimization
of the water molecules, with the whole protein frozen; (c)
minimization of the entire system, with the backbone frozen;
(d) MD equilibration in the NVT ensemble for 250 ps with
the backbone frozen; (e) MD equilibration in the NPT for
250 ps with the backbone frozen, pressure set to 1 atm, and
by using the Langevin dynamics;55 (f) MD simulation in the
NPT ensemble, where systems were coupled to a barostat
with a constant pressure set to 1 atm and a relaxation time
of 0.1 ps and to a Berendsen thermostat with temperature
set to 300 K.56 The validity of this procedure has been
confirmed in previous studies.41,43 For each of the smallest
adducts (dimer, trimer, and tetramer), two 10 ns long
molecular dynamics, MD, simulations were performed in the
absence and in the presence of a constant external electric
field (EF) of 0.5 V/nm, while for the pentamer adduct
simulations up to 50 ns were carried out. In all systems, the
electric field was applied along the direction of the fibril axis.
In order to verify whether the direction of the EF influences
the energy and stability of the structures, an additional MD
run was performed on the pentamer adduct with the EF perpen-
dicular to the fibril axis. As a reference, two 5 ns long MD
simulations (with and without EF) were run for the monomer.

In order to check whether the highly charged and polar
N-terminal random coil segment (1-15) influences the
structural stability of the core �-sheet domain, three 50 ns
MD simulations of the full-length A�(1-42) pentamer were
carried out: with electric fields of 0.25 and 0.5 V/nm and
without electric field. This system was built adding the
random coil segment (1-15) to the five peptides of the
equilibrated A�(16-42) pentamer structure.

2.3. Analysis Tools. The structural stability of the systems
under the influence of an external applied field was inves-
tigated by determining, as a function of time, the root-mean-
square deviations (rmsd) from the structure at the start of
the data collection. Also, the radius of gyration (Rg) was
examined. The rmsd was calculated only for the CR atoms,
after their least-squared superposition with the initial posi-
tions. We also analyzed the time evolution of secondary,
tertiary, and quaternary structures. The site-specific propen-
sity for secondary structure formation is determined by the
STRIDE program57 in the VMD software package.58 STRIDE
contains a knowledge-based algorithm that uses hydrogen-
bond energy and statistically derived backbone torsional
angle information to return the secondary structure assign-
ments in maximal agreement with crystallographic designa-
tions. Information about tertiary and quaternary structures
were obtained by analyzing the intramolecular and intermo-
lecular contact maps. Contacts between pairs of amino acids
can be visualized by using contact maps, 2D representations
of all amino acid pairs in contact and where contact
frequencies are represented by different colors. The intramo-
lecular contact map only takes into account the contacts
between pairs of amino acids in the same peptide and
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contains information about the tertiary structure of peptides
within the aggregates. The intermolecular contact map only
takes into account the contacts between pairs of amino acids
that belong to different peptides and yields information on
the way different peptides assemble into the aggregate (the
quaternary structure). The salt bridges distances were moni-
tored in time by using the VMD Salt Bridges plugin. A salt
bridge is considered formed if the distance between the
oxygen atom of an acidic residue and the nitrogen atom of
a basic residue is within the cutoff distance (default 3.2 Å).
Hydrogen bonds are quantified by counting acceptor
atom-donor atom pairs that are no further than 3.0 Å and
within a cutoff angle of 20°. Total dipole moments of the
aggregates were also calculated in time.

3. Results and Discussion

3.1. Electric Field Effect on A�(16-42) Protofibrils.
The early response of small A�(16-42) protofibrils to a
strong electric field (EF ) 0.5 V/nm) was first analyzed in
terms of potential energy profiles in a time range of 10 ns,
see Figure 2. The change of potential energy of the
A�(16-42) adducts is related to the structural destabilization
of the systems due to the field perturbation. The initial
energy, at the time when the field is switched on, is taken as
a reference and set to zero. The field changes the potential
energy of systems and quickly destabilizes them by ∼142
kcal mol-1 for the monomer, ∼326 kcal mol-1 for the dimer,
∼489 kcal mol-1 for the trimer, ∼581 kcal mol-1 for the
tetramer, and ∼470 kcal mol-1 for the pentamer. It is
instructive to notice that the increase of potential energy
destabilization is linear with the number of peptides in the
adducts up to the tetramer while the destabilization of the
pentamer is less than that calculated for the tetramer. In the
absence of the field, the average value of the potential energy
is 0.5kBT per degree of freedom. The activation of the field
introduces forces that act on the charges and the dipoles
present in the simulation box. It is reasonable to expect that

at equilibrium, the effect of the forces is to distort the
molecules and increase the total potential energy, proportion-
ally to the number of atoms. The pentamer “stabilization”
in the presence of the EF with respect to the other aggregates
means that its structural conformation is less affected by the
external perturbation.

The root-mean-square deviations (rmsds) of positions of
the CR atoms relative to the initial structure of each molecule
labeled as A, B, C, D, and E (see Figure 1b) in the dimeric,
trimeric, tetrameric, and pentameric aggregates are shown
in Figure 3. For each molecule, comparison of the behavior
in the presence and in the absence of an electric field, EF,
of 0.5 V/nm is possible. The size of the electric field was
selected on the basis of previous molecular dynamics
simulations performed on the monomer, where 0.5 V/nm
showed an acceleration of the denaturation of the peptide in
water in 10 ns.41

In general, application of the electric field affects the
smaller aggregates. The effect of the electric field is quite
small in the pentamer. The average rmsd values for each of
the adducts averaged after equilibration are shown in Table
1 and concur with the more detailed profiles shown in Figure
3. Furthermore, one can notice that the dimer is not stable
even without perturbation, and the main effect of the
application of the external field is to accelerate the confor-
mational destabilization.

The average radius of gyration (Rg) of each system is also
given in Table 1. Only the dimeric and trimeric adducts
modify their shape in the presence of the field while tetramer
and pentamer tend to retain it.

Figure 4 compares the maps of the evolution of the
secondary structure as a function of time both in the absence
and in the presence of the field. Noticeable differences appear
for the smaller systems when the field is present. In general,
also for the larger aggregates, the EF increases the number
of residues with a turn conformation. In the pentamer, only
the top molecule A (see Figure 1b) is affected, an effect due

Figure 2. Evolution in time of the energy: (a) monomer, (b) dimer, (c) trimer, (d) tetramer, and (e) pentamer aggregates after
an external EF of 0.5 V/nm is switched on. For simplicity, the initial energy is taken as a reference and set to zero.
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to the lack of stabilizing interactions (such as intermolecular
salt bridges) with monomers above it.

A good hydrophobic side-chain packing pattern is essential
for maintaining the stable �-sheet conformation. Contact

maps can help to rationalize this aspect. Stable and strong
hydrophobic lateral chain contacts contribute to stabilize the
�-sheet secondary structure, maintaining the hydrogen-bond
network between different molecules in the adducts.

Figure 3. Evolution of the rmsd of CR atoms. From top to bottom, A, B, C, D, and E molecules in the aggregates. From left to
right, dimeric, trimeric, tetrameric, and pentamer aggregates. The molecules in each aggregate are labeled from A to E (see
Figure 1): (black line) simulation in the absence of the EF, (red line) simulation in the presence of the EF of 0.5 V/nm.

Table 1. RMSDs (Å) and Radius of Gyration (Å) Averaged after Equilibration

system rmsd (Å), no EF rmsd (Å), EF ) 0.5 V/nm Rg (Å), no EF Rg (Å), EF ) 0.5 V/nm

monomer 8.5 ( 0.7 10.6 ( 0.4 11.6 ( 0.5 11.7 ( 0.6
dimer aggregate 8.9 ( 1.6 9.1 ( 0.2 16.1 ( 1.3 11.3 ( 0.1
trimer aggregate 4.1 ( 0.4 10.4 ( 0.9 14.4 ( 0.1 13.2 ( 0.4
tetramer aggregate 3.9 ( 0.2 8.1 ( 0.3 14.3 ( 0.1 14.1 ( 0.2
pentamer aggregate 6.0 ( 0.2 6.9 ( 0.3 14.9 ( 0.1 15.1 ( 0.3
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Figure 5 displays the average intramolecular (tertiary
structure) and intermolecular (quaternary structure) contact
maps for each system. Each pixel in the maps represents
the contact strength between two residues. In the intramo-
lecular maps (first and second vertical entries, labeled
“Intramolecular”), vertical and horizontal axes represent
residues of the same molecule (the dark diagonals are the
contact of each residue with itself). The maps are symmetric
with respect to the diagonal. The extradiagonal dark pixels
represent the intersheet contacts between �1 and �2 of the
same molecule, which are slightly influenced by the field.
In particular, the tertiary structure is stabilized by intersheet
side-chain interactions between residues Phe19/Gly38 and
Ala21/Val36 and by intramolecular salt bridges between
residues Asp23 and Lys28. The intermolecular maps (third
and fourth vertical entries, labeled “Intermolecular”) repre-

sent contacts between residues of the nth molecule (vertical
axis) and the (n-1)th one (horizontal axis). The diagonals
represent the distance between the same residues of vicinal
molecules, and the maps are not necessarily symmetric. The
pentameric protofilament is stabilized by intermolecular side-
chain interactions between the odd-numbered residues of
sheet �1 of the nth molecule and the even-numbered residues
of the sheet �2 of the (n - 1)th molecule (see the dark pixels
in the bottom-right region of the contact map) and, more
importantly, by salt bridges between residues Asp23 and
Lys28. These results are in agreement with the experimental
model proposed by Lührs et al.20 The electric field effect
will necessarily be smaller in the case of hydrophobic
contacts.

The intermolecular salt bridges have a preferential orienta-
tion. They form between Asp23 of the nth molecule and
Lys28 of the (n - 1)th one. The direction of the EF coincides
with the fibril axis and should stabilize the intermolecular
salt bridges.

The intramolecular salt bridges are affected by the field
and tend to be disrupted by the field (see Table 1 in the
Supporting Information). The noticeable exception is the
pentameric adduct, where, in 50 ns, the bridges of the inner
molecules remain stable in the presence of the field. These
resilient bridges hold the shape of the molecule in place so
that the gyration radius (and the rmsd) of Table 1 and Figure
3 do not vary in the presence of the field.

The intermolecular salt bridges are disrupted by the field
in the dimeric and trimeric aggregates. However, they are
quite stable in the two higher adducts. Peculiarly, a salt bridge
that opposes the field is formed in the tetramer. The simple
explanation for its presence is that the local electrostatic
effect wins over the nonlocal perturbation of the field, which
orients the adduct along its direction in less than 100 ps, see
Table 2, and tends to increase the overall dipole moment.
Table 2 shows that the dipole moment of the adducts, in the
presence of the field, reaches a limiting value already for
the trimer and that alignment with the field is very rapid.

The higher resilience of the intermolecular salt bridges,
with respect to the intramolecular ones, can be explained by
considering the orientation of the dipole moment, which is
aligned along the direction of the intermolecular salt bridges
and creates a stabilizing interaction when the field is switched
on.

Applying the field along the perpendicular direction of the
fibril axis effects only the time, τ, required to align the dipole
moment of the system to the field but effects neither the
potential energy nor the structural features of the aggregates.

The convergence of the dipole moment properties offers
a simple explanation for the stability of the aggregates. The
interaction energy between the dipole moment and the
electric field, µ ·E, reaches a plateau already for the trimer
adduct. This is the energy available to modify the shape of
the adduct, either at the molecular level or its overall shape.
Increasing the size of the adduct, the energy available from
the field becomes negligible once smeared out over the
individual molecules.

The rigidity of the systems is evident if one considers
the number of hydrogen bonds present during the dynam-

Figure 4. Maps of the evolution of the secondary structure
as a function of time. Top to bottom: monomer, dimer, trimer,
tetramer, and pentamer. (Left) No electric field; (right) EF )
0.5 V/nm. The vertical axis contains the residue number of
the 16-42 A� sequence. Yellow for �-sheet, ochre and green
for turn, and white for coil.
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ics, see Table 3. The electric field halves their number in
the dimeric aggregate but barely affects it in the higher
adducts.

The stability of intermolecular hydrogen bonds in larger
adducts is also responsible for the stability of secondary

structure. Previous DFT calculations showed that intermo-
lecular hydrogen bonds formed between the �-sheets of
stacked amyloid peptides in the fibril are strongly cooperative
and probably may contribute to the nucleation growth
kinetics observed experimentally.59

Figure 5. Intramolecular and intermolecular contact maps. Both the x and y axes have the residues number in the peptide
A�16-42 sequence. Top to bottom: monomer (N ) 1), dimer adduct (N ) 2), trimer adduct (N ) 3), tetramer adduct (N ) 4),
pentamer adduct (N ) 5). Left to right, first entry intramolecular contact maps with no electric field, second entry intramolecular
contact maps with EF ) 0.5 V/nm, third entry intermolecular contact maps with no electric field, and fourth entry intermolecular
contact maps with EF ) 0.5 V/nm. Each pixel in the maps represents the average contact strength between two residues and
is color coded: yellow, no contact; orange, red, magenta, to violet, strong contacts; black, very strong contact.

Table 2. Summary of the Dipole Moments, in Debyes, Averaged after Equilibration, and Time, τ in ps, Required To Align
the Adduct with the Field

system µ, no EF µ, EF ) 0.5 V/nm µz, no EF off µz, EF ) 0.5 V/nm τ

monomer 100 ( 30 296 ( 7 18 ( 23 250 ( 6 30
dimer adduct 138 ( 36 539 ( 9 -105 ( 57 536 ( 10 50
trimer adduct 149 ( 28 780 ( 12 -22 ( 75 778 ( 12 50
tetramer adduct 288 ( 19 850 ( 20 230 ( 43 821 ( 17 90
pentamer adduct 470 ( 31 924 ( 19 -343 ( 96 915 ( 19 70
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The �-sheet content per residue, calculated along the 10
ns MD runs and averaged over all the molecules, is shown
in Figure 6. In the absence of the field the �-sheet content
increases with the number of monomers. The extension of
�1 increases upon going from trimer to tetramer to pentamer,
while �2 is almost stable for all the adducts, and the �-strand
segment, 39-41, is slightly lower for the pentamer. The
effect of the EF is to decrease the extension of �1, while �2
exhibits higher secondary structural stability; residues Val40
and Ile41 increase their �-sheet content.

The results are consistent with a recent study, where the
stability of A�(17-42) aggregates was investigated by MD
simulations at high temperature,31 and also with experimental
and theoretical studies which indicated the importance of
Ile41 for paranucleus formation in A�42.60,61

The segment �2 has a higher hydrophobic content than
�1. Hydrophobic residues such as Ile, Leu, and Met are
known to exhibit a positive contribution to protein stability.
A good side-chain packing is fundamental for maintaining
a stable secondary �-sheet structure because it protects the
hydrogen-bonding network from water solvation.62 By
analyzing inter- and intramolecular contact maps, one can
notice that the strongest contacts are between the hydrophobic
residues, which are perturbed the least by EF.

These findings imply that hydrophobic interactions play
an important role in maintaining the secondary structural
stability of the A� fibrils, also in presence of external
perturbation. The stable �-sheet structure also explains the
stabilization of the number of intermolecular hydrogen bonds.

3.2. Simulations of the Full-Length A�(1-42) Pen-
tamer. The application of an external perturbation confirms
that the strong hydrophobic interactions between the �-strands

are the critical element in maintaining the amyloid fibril
stability. This holds also when a full-length A�(1-42)
protofibril, which contains the highly charged N-terminal
residues, is affected by the electric field perturbation.

The effect of an externally applied electric field of 0.5
V/nm on the pentameric A�(1-42) was analyzed in terms
of root-mean-square displacements of different peptide
regions, namely, the random coil, RC (residues 1-17), the
first �-sheet, �1 (residues 18-26), the turn (residues 27-30),
and the second �-sheet, �2 (residues 31-42). The results,
averaged over the five molecules of the protofibril, are
displayed in Figure 7. The field mainly affects the highly
charged random coil portion, causing the consequent struc-
tural deformation also of the �1 region, which is increasingly
disrupted. On the contrary, the hydrophobic �2 region
remains stable during the simulation.

Figure 8 shows the comparison of the time evolution of
the secondary structure between A�(16-42) and A�(1-42).
The main effect of the EF is to decrease the �-sheet content
in the �1 segment of the full-length A�(1-42). After ∼20
ns, such �-sheet content goes nearly to zero while the �2
segment shows resistance to the field. In particular, residues
Leu34-Met35 and Val40-Ile41 are the most resilient in both
pentamers.

The intermolecular contact map averaged over the last 20
ns of simulation (Figure 9) confirms that the most resilient
hydrophobic contacts are located in the �2 segment. In
particular, contact pairs Gly33-Gly33, Gly37-Gly37, and
Met35-Met35 remain relatively stable. These results agree
with previous studies31 that suggested that these contacts
trigger the �-sheet packing during the early stages of
aggregation.

Table 3. Number of Hydrogen Bonds Averaged after Equilibration

no EF EF ) 0.5 V/nm

system total intra inter total intra inter

monomer 1.3 ( 0.9 0.7 ( 0.7
dimer adduct 7.4 ( 2.3 0.3 ( 0.5 7.1 ( 2.3 4.1 ( 2.2 0.3 ( 0.6 3.8 ( 2.2
trimer adduct 12.1 ( 2.9 0.2 ( 0.4 11.9 ( 2.8 10.9 ( 2.6 1.1 ( 0.9 9.8 ( 2.5
tetramer adduct 21.0 ( 3.4 2.3 ( 1.0 18.7 ( 3.4 18.1 ( 3.6 1.2 ( 0.8 16.9 ( 3.6
pentamer adduct 30.9 ( 6.1 3.0 ( 1.3 27.9 ( 6.1 28.1 ( 4.9 3.4 ( 1.4 24.7 ( 5.9

Figure 6. �-Sheet content per residue (a) without electric field and (b) with an applied electric field of 0.5 V/nm.
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The electric field mainly acts on the charged residues.
Since the charged residues are located in the region of
random coil and �1, the effect is to “stretch” the molecules.
Only two internal salt bridges are stable for the 50 ns of the
simulation, namely, those between molecules B and C and
between molecules C and D. The intermolecular hydrogen-
bond network of �1 is slowly reduced, while the H bonds
of the �2 region are preserved. Representative pictures of

the pentameric A�(16-42) and A�(1-42) during the
simulations are provided in the Supporting Information.

The effect of a different field strength on the full-length
A�(1-42) pentameric aggregate was also investigated. Since
electric fields larger than 0.5 V/nm encounter water insta-
bility,41,42 which is manifested as an explosion of the water
box, we performed a further 50 ns long MD simulation of
the pentameric adduct A�42 under a field of 0.25 V/nm.

Figure 7. rmsd as a function of time, calculated for the A�(1-42) pentamer (a) without EF and (b) with EF ) 0.5 V/nm.

Figure 8. Time evolution of the �-sheet content for all residues (a) in the pentameric adduct of A�(16-42) and (b) in the
pentameric adduct A�(1-42), both under EF ) 0.5 V/nm.

Figure 9. Intermolecular contact maps of the pentameric A�(1-42) averaged over the five molecules and the last 20 ns of
simulation (a) in the absence and (b) in the presence of EF. The x and y axes contain the residue number in the peptide A�1-42

sequence. Each pixel in the map represents the contact strength between two residues and is color coded: yellow, no contact;
orange, red, magenta, to violet, strong contacts; black, very strong contact.
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Also, in this case, the most internal monomers (molecules
B and C) are the most stable. The major difference with the
previous simulation, see plots similar to Figures 8 in the
Supporting Information, is a partial resilience of the �1
segment, where residues 18-26 conserve their �-sheet
conformation for a longer time.

4. Conclusion

Amyloid proteins may undergo a structural transition from
the native soluble monomeric conformation to fibrillar
assemblies that have predominantly �-sheet structure.

The study of the principal driving forces that maintain the
aggregate state of A� peptides is a key issue not only for
the understanding of pathological mechanisms involved in
many neurodegenerative diseases but also for the develop-
ment of new nanomaterials that can resist external mechan-
ical perturbation.

The use of modified physiological conditions, such as
temperature, pressure, pH, or solvents, has been shown to
be a useful tool to study protein aggregation stability. The
application of external fields can also be used to rationalize
the most important interactions in the formation of amyloid
aggregates.

In this study, we conducted numerical simulations of the
smallest aggregates of A�(16-42) peptides under the
perturbation of an electric field. We show that the stability
of the aggregates increases with the number of monomers
and that larger protofibrils tend to resist to electric field
perturbations for at least 50 ns. The number of H bonds and
salt bridges is not affected by a field large enough to
accelerate the coil-to-�-sheet conformational conversion of
the monomer.41 The overall shape and position of the
individual atoms of the adducts are also weakly affected by
the electric field. Only some turns are introduced.

In the case of the full-length A�(1-42) pentameric adduct,
which carries a net negative charge, the main effect of the
electric field is to decrease the amount of the �-sheet content
in the �1 segment, leading to a destabilization of intermo-
lecular contact pairs in the N-terminal region (residues
1-21). The hydrophobic �2 segment is less affected by the
strong field, and residues 33-35 and 40-42 tend to maintain
their native intermolecular contact pairs.

The present results concur with the hypothesis that the
hydrophobic �2 segment may act as a nucleation site during
early stages of A� aggregation.
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Abstract: We performed “weighted ensemble” path-sampling simulations of adenylate kinase,
using several semiatomistic protein models. The models have an all-atom backbone with various
levels of residue interactions. The primary result is that full statistically rigorous path sampling
required only a few weeks of single-processor computing time with these models, indicating the
addition of further chemical detail should be readily feasible. Our semiatomistic path ensembles
are consistent with previous biophysical findings: the presence of two distinct pathways,
identification of intermediates, and symmetry of forward and reverse pathways.

1. Introduction

Fluctuations and conformational changes are of extreme
importance in biomolecules.1 For example, most enzymes
show distinctly different conformations in the apo and the
holo forms.2 Conformational transitions are also typical in
nonenzymatic binding proteins,3 and of course are intrinsic
to motor proteins.

The fundamental biophysics of conformational transitions
in biomolecules is contained in the ensemble of paths - i.e.,
trajectories in configurational space - defining the transi-
tions. Such path ensembles contain the information about
the relevant “mechanisms” for transitions, including possible
intermediates (see, for example, discussions by E and vanden
Eijnden4 and by Hummer5). In addition, the transition rates
can only be calculated accurately from a path ensemble,
which implicitly accounts for all barriers and recrossings.6

From a computational point of view, such path ensembles
are difficult to obtain due to rugged energy landscapes and
the time scales involved.6-15 Multiple local minima and/or
channels dramatically increase the computational effort
required. To put the difficulty of path sampling in perspec-
tive, note that equilibrium sampling of fully atomistic models
of large biomolecules is not typically feasible.16 Thus, path
sampling using detailed atomistic models for all but the
smallest systems is difficult, even with potentially efficient
methods developed specifically for path sampling. A number
of groups have reported atomistic path sampling studies for

small systems.17-19 Radhakrishnan and Schlick20 reported
path sampling studies of atomistic DNA polymerase using
initial paths generated by targeted molecular dynamics.21-23

Less computationally expensive approaches to determining
atomistic paths are available, including targeted and steered
molecular dynamics,21-23 and more rigorous “nudged elastic
band”,24-27 and related approaches.28-31 However, all these
methods yield only a single path or a handful, and not the
ensemble required for a correct thermal/statistical description.
Specifically, fluctuations in pathways, the possibility of
multiple pathways (path heterogeneity), and possible re-
crossings typically are not accounted for in these approaches.

Coarse-grained (CG) models, on the other hand, permit
an alternative strategy for statistical path sampling.32-34

Although CG models omit chemical detail, they can be
sampled significantly faster than fully atomistic models, and,
thus, such models are quite attractive for path sampling
studies. For example, Zhang et al.35 showed that a simple
R-carbon model of calmodulin can be fully path sampled
using the weighted ensemble path sampling method.36

Because full path sampling in this model required only a
few weeks of single-processor computing, it is evident that
better models and/or larger systems could be studied.
Network models have also been used to study conformational
transitions.37,38

In this Article, we report weighted-ensemble (WE)35,36

path sampling studies of adenylate kinase, which represent
improvements over previous work35 in several ways. (i) At
214 residues, adenylate kinase is triple the size of the* Corresponding author e-mail: ddmmzz@pitt.edu.
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calmodulin domain previously path sampled using WE.35 (ii)
Our models now include significant atomic details, as
explained below. (iii) We examine a series of models to test
the sensitivity of the path ensemble to the chosen interactions
and parameters. (iv) We investigate symmetry, based on our
recent formal derivation,39 between forward and reverse
transitions.

Adenylate kinase (Adk) is an enzyme that catalyzes
phosphate transfer between AMP and ATP via

and thus helps to regulate the relative amounts of cellular
energetic units.40-42 The crystal structure of Adk for E. coli
is available in several conformations. Its native apo form
(Protein Data Bank code 4AKE43) is shown in Figure 1a. In
the figure, the blue segments represent the core (CORE), the
yellow segment represents the AMP binding domain (BD),
and the green segment represents the flexible lid (LID). Upon
ligand binding, the enzyme closes over the ligands. The
crystal structure (1AKE)44 of the holo form of the enzyme
obtained in complex with a ligand that mimics both AMP

and ATP is shown in Figure 1b. Clearly, in the apo form,
the enzyme shows an open structure (that we denote as Open
in this Article), and in the holo form, it is closed (denoted
by Closed throughout).

Adk has been studied previously via computational methods
using both coarse-grained models and fully atomistic simula-
tions. Coarse-grained models used to study transition pathways
for Adk have, primarily, utilized network models.37,38,45,46 In
these methods, the fluctuations in proteins are represented
by harmonic potentials, and the deformations due to these
fluctuations are used to estimate the free energy in the basins
(end states and/or multiple basins). Subsequently, a minimum
energy path is calculated to characterize the transition.
Coarse-grained models have also been used with molecular
dynamics simulations to determine transition paths.47,48

A few groups have also studied conformational fluctuations
in Adk using atomistic models. Arora and Brooks49 per-
formed atomistic (with implicit solvent) umbrella sampling
molecular dynamics (MD) simulations along an initial
minimum energy path suggested by “nudged elastic band”.
Kubitzki and de Groot50 performed replica exchange MD
for atomistic Adk to increase conformational sampling of
adenylate kinase and observed both Open and Closed
conformers; however, a true path ensemble is not obtained
from replica exchange. In other work, fully atomistic MD
on the two end structures has been performed to observe
fluctuations in the two ensembles,40,51 but direct conforma-
tional transitions were not observed. Beckstein et al.52

performed atomistic path sampling studies for conformational
transitions in Adk using dynamic importance sampling53 with
an approximate biasing scheme.54

In the present study, we use semiatomistic models to
improve chemical accuracy as compared to typical coarse-
grained models while still performing high-uality path
sampling. In our models, the backbone is fully atomistic to
provide chemically realistic geometry, which is often absent
from bead-based models. Inter-residue interactions are mod-
eled at a coarse-grained level via the commonly used double-
Goj potentials34,46,55,56 that (meta)stabilize two crystal struc-
tures. Additionally, one of the models uses residue-specific
interactions to probe the effect of such interactions. We use
a library-based Monte Carlo (LBMC) scheme to perform
sampling.57 LBMC was previously developed in our group
and shown to facilitate the use of semiatomistic models of
the type used here.57

Transitions between the Open and the Closed states (both
directions) are studied with the weighted-ensemble (WE)
path-sampling method36 that has been previously been
studied to study folding of proteins,58 protein dimerization,59

and conformational transitions in an R-carbon model of
calmodulin.35 WE was shown to promote efficient path
sampling of conformational transitions in the purely R-carbon
model of calmodulin.35 Additionally, WE is statistically
exact: it preserves natural system dynamics, resulting in an
unbiased path ensemble.60 Additional strengths of WE
include its ability to find multiple pathways,61 the simulta-
neous determination of the path ensemble and transition
rate,35,62 the ease of implementing it at a scripting level, and
its natural parallel structure.

Figure 1. Crystal structures of adenylate kinase. The blue
segment represents the core of the protein (CORE), the yellow
segment is the AMP binding domain (BD), and the
green segment is the flexible lid (LID). The left figure is the
Apo (or Open) form, and the right figure is the holo (Closed)
form.

AMP + ATP y\z
Mg2+

2ADP (1)
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Biophysically, we focus on heterogeneity of the path
ensemble (multiple pathways) and the forward-reverse “sym-
metry” of the ensemble. It is possible that evolution has
favored the fine-tuned precision of a single pathway in some
systems, but the “robustness” of alternative pathways in other
cases. Although our semiatomistic models preclude bio-
chemically precise conclusions, high-quality path sampling
permits a complete description of a model system.

The goal of this work, in summary, is to explore the
application of statistically rigorous path sampling to con-
formational transitions in proteins using semiatomistic
models of a moderately large protein. Methodologically, we
want to test whether such models can be fully path sampled.
Biophysically, we explore several outstanding issues in
computational studies of conformational transitions in Adk.
Although two different pathways for conformational transi-
tions in Adk have been identified by models of varying level
of details,42,47,48 it has variously been suggested that a
different pathway is dominant in the forward and reverse
directions47 versus a more symmetric scenario in which each
pathway occurs with same probability in the two directions.48

With our path sampling study, we can address this issue.
We can also validate our path ensembles by comparison to
experimental structures.

This Article is organized as follows. First, in Section 2
we discuss the models we use to depict the protein. Section
3 then describes the method to generate the ensemble of
pathways. In Section 4, we present results for transitions in
both directions for all the three models we used. We discuss
the results, efficiency, and future models in Section 5, with
conclusions given in Section 6.

2. Semiatomistic Models

We use three semiatomistic models, expanding on our
previous work.57 In all the models, the backbone is repre-
sented in full atomistic detail, using the three residues alanine,
glycine, and proline.57 All intraresidue interactions are
included explicitly, using the OPLSAA all-atom force field.
Both the intraresidue interaction energies and the configura-
tions are stored in libraries as described previously.57 In brief,
we note that libraries of the three types of residues are
pregenerated according to the Boltzmann distribution at 300
K, and alanine is used to represent the backbone of all
residues besides glycine and proline (a simplification moti-
vated by the similarity of Ramachandran maps for the
residues).63 Ligands are not modeled explicitly in this path
sampling study.

The differences in the three models lie in the treatment of
inter-residue interactions: two of the models use only double-
Goj interactions at backbone R carbons, whereas one model
uses both double-Goj and residue-specific interactions. Com-
plete information is given below.

All three semiatomistic models employ double-Goj interac-
tions. Following ref 34 for each of the two crystal structures,
residues pairs with R carbons less than 8 Å apart are
considered native contacts. In the Goj energy of an arbitrary
configuration, every native contact from the Open form is
assigned an energy of -ε, whereas those exclusively found
in the Closed form are scaled to be -escaleε. Goj interactions

do not distinguish between different types of residues except
in terms of size. This double-Goj potential between two
residues i and j with R carbon distance rij is given by

where rij
X and rij

Y are the native distances in the two crystal
structure ordered such that rij

X < rij
Y (X and Y equate to Open

or Closed), and δ is a well-width parameter chosen to be
0.05. If X equals Open and Y equals Closed, εX ) ε and εY

) escaleε, and vice versa. In the case of overlapping square
wells, rij

X(1 + δ) > rij
Y(1 - δ), the 0.3ε barrier in the middle

does not exist, and the lower limit of the inequality marked
with (*) is replaced by rij

X(1 + δ).
The total Goj interactions are therefore

For model 1, we have

The motivation behind using such a double Goj potential
is that the two “end” crystal structures are presumed stable,
and the double- Goj protocol guarantees that bistability. Such
double Goj interactions have been used to probe the biophys-
ics of several systems.34,46,55,56

2.1. Model 1: Pure Double Goj with Energy
Symmetry. Previous path sampling studies of proteins were
limited to smaller systems and/or simpler models. We,
therefore, first study whether the simplest model within the
semiatomistic framework can be fully path sampled. Our
Model 1 omits most chemical details and uses only sym-
metric double-Goj interactions as given in eq 3. That is, native
contacts in the Open and the Closed structure are treated
identically (escale ) 1).

Because model 1 is a pure Goj model, the temperature is
specified in units of the well depth of Goj interactions, ε.
We choose the temperature as the highest at which the two
experimental crystal structures are stable. We therefore
performed a series of Monte Carlo simulations, as described
below, at various temperatures. At T ) 0.75ε/kB, both
structures melted, but both remained (meta)stable at T ) 0.7ε/
kB. Thus, for model 1, all subsequent equilibrium and path
sampling simulations were performed at T ) 0.7ε/kB.

2.2. Model 2: Double Goj with Residue-Specific
Interactions. Our second model adds chemical detail, both
to improve upon the simplicity of model 1, and to provide
a way to check the sensitivity of our results to modeling
choices. Model 2 includes atomistic backbone hydrogen
bonding, Ramachandran propensities, and residue-specific
contact interactions, as detailed below. Because these
interactions are implemented as short ranged, Model 2 is

uGō(rij) ) {∞, rij < rij
X(1 - δ)

-εX, rij
X(1 - δ) e rij < rij

X(1 + δ)

0.3ε, rij
X(1 + δ) e rij < rij

Y(1 + δ)

-εY, (*)rij
Y(1 - δ) e rij < rij

Y(1 + δ)

0, rij g rij
Y(1 + δ)

(2)

UGō(escale) ) ∑
i<j

uGō(rij) (3)

U1 ) UGō(escale ) 1) (4)
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only about 30% slower than model 1, based on wall-clock
time per MC step. Goj interactions are again symmetric, with
escale ) 1.

Our semiatomistic LBMC platform makes the inclusion
of additional interactions straightforward. Because the back-
bone is modeled atomistically, backbone-backbone hydro-
gen bonding is easily incorporated, as described below.
However, due to the absence of explicit side chains in the
present implementation, residue-specific chemical interac-
tions can only be incorporated at a coarse-grained level. We
use residue-specific contact interactions based on the work
of Miyazawa and Jernigan (MJ),64,65 as discussed below.
Specifically, we use the potential energy

where UHB is the hydrogen-bonding potential, URama is the
potential due to Ramachandran propensities, and UMJ is the
residue-specific potential based on MJ interactions. These
terms are described below.

Hydrogen bonding for the backbone-backbone interac-
tions is modeled atomistically, but with simplifications
appropriate to the otherwise coarse-grained nature of our
models. Specifically, we use ordinary Coulomb interactions
with OPLSAA charges between the backbone CO and NH
groups if the O-H distance less than 2.5 Å. The cutoff was
chosen as the distance after which dipole interactions are
significantly attenuated. Following previous studies that
suggest a dielectric constant of 2-5 inside a protein, we use
a value of 3. The use of physical charge and distance units
in the hydrogen-bonding interactions allows physical tem-
perature units in the simulation (instead of merely being in
relation to the Goj well depth).

Ramachandran propensities were included via the term
URama, which is based on a potential of mean force obtained
by calculating the distribution of Φ-Ψ dihedral angles in
acetaldehyde-alanine-n-methylamide using OPLSAA force
field. This distribution was tabulated from a Langevin
dynamics simulation at 300 K using the GBSA implicit
solvent model in Tinker software package.

The construction of MJ-type interactions required some
care. Several variants of the original MJ interaction values
have been utilized in the literature (such as scaling the MJ
interactions energies, as well as shifting),66,67 due to the fact
that MJ values are based on folded protein data and are not
directly applicable for unfolded states. We follow the
suggestion of Jernigan and Bahar66 to mix MJ values of
Table 5 and Table 6 (numbering as in the original MJ
paper,64 with updated values as in ref 65) so that the residue-
specific interactions are modeled as x × (Table 5) + (1 -
x) × (Table 6). We chose x ) 0.05 to ensure that the residue-
specific interactions are a significant perturbation of the
double Goj interactions.

To make the crystal structures (meta)stable, we “titrated
in” double Goj interactions (ε), until bistability was observed
at 300 K. Because, as described, hydrogen bonding intro-
duces physical units into model 2, the units of Goj well depth,
ε, are also physical. We found that at ε/kB ) 400 K, both
the structures remained (meta)stable.

2.3. Model 3: Pure Double Goj without Energy
Symmetry. Finally, to facilitate the generation of large path
ensembles in both the Open-to-Closed and the Closed-to-
Open directions, we also constructed a third model. The new
model is designed to overcome the somewhat artifactual
overstabilization of the Closed states in models 1 and 2 (see
results below in section 4). In brief, our 8 Å cutoff permits
significantly more contacts in the Closed state, implicitly but
artificially mimicking the presence of ligands in Models 1
and 2. This implicit presence of ligands interferes somewhat
with our goal of modeling the ligand-free opening and closing
of the enzyme.

In model 3, therefore, we attempt to make the Open and
Closed forms of adenylate kinase more comparable in
stability. We decrease the strength of Goj interactions specific
to the Closed form to one-half of Goj interactions (i.e., we
set escale ) 0.5). Additionally, to focus on the effect of the
reduced stability of the Closed form with respect to the Open
form, we use only asymmetric double Goj interactions (and
no H-bonding, Ramachandran, or MJ interactions). That is,
we set

3. Methods

3.1. Dynamical Monte Carlo. We follow many preced-
ents35,68,69 and use “dynamical” MC for the dynamics of
our models. Such an approximation to physical dynamics is
consistent with our use of simplified models. Specifically,
we use the library-based Monte Carlo (LBMC) algorithm,57

to propagate the system in both brute-force simulations for
generating equilibrium ensembles and path sampling simula-
tions (discussed below in more detail). For both equilibrium
and path sampling, the systems always evolve via “natural”
LBMC dynamics, and no artificial forces are used to direct
conformational transitions, as explained below.

Our LBMC simulations use the same trial moves described
in our earlier work.57 One flexible peptide plane in the current
configuration is swapped with one stored in the library, and
a Ψ angle is also displaced by a small amount.

3.2. Path Sampling. In systems with rugged energy
landscapes, such as proteins, regular brute-force simulations
are not efficient for studying transitions. For this reason, we
use the statistically rigorous weighted-ensemble (WE) path
sampling method to generate path ensembles of conforma-
tional transitions of adenylate kinase between the Open and
the Closed states. This method preserves the natural system
dynamics60 and was used previously to study protein
folding,58 protein dimerization,59 and conformational transi-
tions of calmodulin using an R-carbon model.35 Weighted
ensemble studies the probability evolution of trajectories in
the configuration space using any underlying system dynam-
ics.60 In this work, we use the WE method to study transitions
in more detailed models to evaluate the effect of increasing
chemical detail on the transitions, and to study questions of
symmetry in forward and reverse directions.

The procedure to use weighted-ensemble path sampling
to study conformational transitions is described in detail
elsewhere,35,36,60 and here we describe our simple imple-

U2 ) UGō(escale ) 1) + UHB + URama + UMJ (5)

U3 ) UGō(escale ) 0.5) (6)
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mentation briefly. Prior to beginning the simulations, we
divide a one-dimensional projection of the configurational
space (i.e., the DRMS from the target structure in the present
study) into a number of bins. The DRMS is a “progress
coordinate” or “order parameter” and is not necessarily the
reaction coordinate. The progress coordinate roughly keeps
track of the progress to the target state: the DRMS of
structures close to the target state is necessarily small. It is
also possible to use multidimensional or adaptively changing
progress coordinates,35,60 but that was not found necessary
here.

In the weighted-ensemble method, an evolving set of
trajectories and their probabilities are tracked. Procedurally,
several independent trajectories are started in an initial
configuration and run for a short time interval τ (consisting
of multiple simulation steps) with natural dynamics. At the
end of each τ interval, the progress of the trajectories along
the progress coordinate is noted (i.e., into which bin along
the progress coordinate each trajectory ends). Once bins are
tabulated after each τ, trajectories are “split” (replicated with
divided probability) and combined. This keeps the same
number of trajectories in each occupied bin, prunes low-
weight trajectories, and splits trajectories with high prob-
ability. This splitting and combining of simulations is
performed statistically as discussed elsewhere.35,36,60 The
probability remains normalized, and all probability flows can
be measured.

The full details of our WE simulations are as follows. We
employ LBMC to describe the natural system dynamics. We
utilize 25 bins between the two states, with 20 simulations
(trajectories) in each occupied bin. The end state is defined
as being at a DRMSe 1.5 Å from the target crystal structure,
a definition used in both directions. Using this definition of
the end state, we calculate the probability flux of trajectories
entering the target state at the end of each τ.

It should be noted that value of the probability flux into
either state, and hence the rate, depends upon the precise
definitions of the two states. Although probability flows are
good indicators of sampling quality, precise numerical values
of the rates are not of great interest in our study of simple
models with Monte Carlo dynamics. In this work, we are
interested in the path ensembles and not the rates.

4. Results

4.1. Static Analysis of Conformational Differences. For
reference, we first analyze the conformational differences
between the two end-state static crystal structures to quantify
the observed differences in the Open and Closed configura-
tions of Figure 1. Figure 2 shows the R-carbon distance
difference map of pairs of residues in the Open and the
Closed crystal structures. A large positive value implies that
a pair is farther apart in the Open structure than in the Closed
structure, whereas a negative value is the opposite. By
construction, the figure is symmetric about the diagonal. A
few features of the two structures easily emerge from Figure
2. The inter-residue distances for most of the residue pairs
are very similar in the two crystal structures. The major
differences are that the distances in the Closed structure

between residues labeled LID (114-164) are closer to BD
(31-60) and several residues of CORE are smaller than the
corresponding distances in the Open structure. Thus, Figure
2 quantifies Figure 1.

From Figures 1 and 2, it is clear that the structural change
that characterizes the transition between the Open and the
Closed structure is fairly straightforward: the LID and the
BD close, and the rest of the protein remains fairly
unchanged. Following Figures 1 and 2, for the path sampling
studies presented shortly, we monitor inter-residue distances
between two pairs of residues: residues 56 (GLY) and 163
(THR), which report on the BD-LID proximity, as well as
residues 15 (THR) and 132 (VAL), which report on the
CORE-LID proximity. In the Closed structure, d56,163

c ) 4.9
Å and d15,132

c ) 6.3 Å. On the other hand, in the Open
structure, d56,163

o ) 23.6 Å and d15,132
o ) 17.8 Å. Thus, the

relation between the CORE and LID is monitored, along with
that of the LID and BD.

4.2. Brute-Force Equilibrium Sampling. To demarcate
the native basins in our analysis of transitions, we first study
equilibrium ensembles for the Open and the Closed states
of adenylate kinase. Put another way, we want to quantify
the size of native-basin fluctuations in our models. Further,
we determine whether transition paths can be obtained
without the aid of path sampling.

We quantify fluctuations in the equilibrium ensembles in
the two basins by using DRMS from the respective crystal
structures. Figure 3a shows two sets of DRMS traces for
Model 1 for a simulation started from the Open structure:
DRMS-from-Open (black line) and DRMS-from-Closed
(blue line). Similarly, Figure 3b shows two sets of DRMS
traces for Model 1 for a simulation started from the Closed
structure: DRMS-from-Closed (black line) and DRMS-from-
Open (blue line). Thus, in each panel, the black line

Figure 2. Map of the difference in the inter-residue distances
of the Open from the Closed crystal structure. The map is,
by definition, symmetric about the diagonal. The white space
on the diagonal just implies that we do not calculate distances
between residue pairs less than 2 residues apart along the
chain. The residues corresponding to the LID and BD are
labeled, and the unlabeled residues form the CORE.
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represents DRMS from the starting structure, whereas the
blue line represents DRMS from the opposing structure.

A comparison of the two panels of Figure 3 shows that
the simulation started from the Open structure shows
significantly more fluctuations than the simulation started
from the Closed structure. Furthermore, the fluctuations drive
the simulation started from the Open structure closer to the
Closed structure than vice versa. For example, Figure 3a
shows that the simulation started from the Open structure
gets to within 3 Å of the Closed structure at approximately
70 million MC steps. On the other hand, the simulation
started from the Closed structure (Figure 3b) remains farther
from the Open structure.

Most importantly, neither simulation shows a transition
to the opposing structure. The DRMS from the opposing
structure for a particular simulation is always significantly
larger than DRMS values from the starting structure for the
other simulation. To elaborate, let us consider the DRMS-
versus-Closed structure for the simulation started from the
Closed structure (black line in Figure 3b). The fluctuations
in DRMS remain less than 1.5 Å in the native basin for the
Closed structure. Comparatively, the largest fluctuations in
the simulations started from the Open structure bring it only
within at most 3 Å of the Closed structure (blue line in Figure
3a). That is, the opposing native basin is never reached.

We mention that all the DRMS values plotted in Figure
3a and b are based on the first 200 residues. This is because
the 14 tail residues, which form a helical segment, are very
flexible and the helix unravels in either structure at a much
lower temperature than the stable part of the protein. Thus,
Figure 3 focuses on the rest of the protein. Additionally,
although we show results for T ) 0.7 here, simulations at
lower temperatures also give qualitatively similar results.

We perform an analogous fluctuation analysis for Model
2, which incorporates backbone hydrogen-bonding interac-
tions, Ramachandran propensities, and some residue specific-
ity via MJ-type interactions. Figure 4a shows the DRMS (of
the first 200 residues) from the Open (black line) and Closed
(blue line) structures for a simulation started from the Open
structure. Similarly, Figure 4b shows the DRMS traces for
a simulation started from the Closed structure. Again, we
observe results similar to those for Model 1: the fluctuations
in the Open ensemble are larger than in the Closed ensemble,
and no transition to the opposing structure is obtained in
either simulation.

4.3. Path Sampling: Models 1 and 2. Because of the
inability of brute-force simulations to show transitions, we
use weighted-ensemble path sampling to generate an en-

Figure 3. Stability of the native basins in Model 1. The DRMS
in Model 1 (pure Goj) is shown for two simulations (a) starting
from the Open structure and (b) starting from the Ccosed
structure. For each simulation, we show the DRMS from the
starting structure (black line) and the opposing structure (blue
line). Neither simulation shows a transition to the opposing
structure, but the scales of fluctuations are very different.

Figure 4. Stability of the native basins in Model 2. The DRMS
in Model 2 (Goj, H-bonding, Ramachandran propensities, and
MJ-type residue-specific interactions) is shown for two simula-
tions (a) starting from the Open structure and (b) starting from
the Closed structure. For each simulation, we show the DRMS
from the starting structure (black line) and the opposing
structure (blue line). Neither simulation shows a transition to
the opposing structure, but the scales of fluctuations are very
different.
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semble of transition pathways with the aim of assessing path
heterogeneity. In particular, we examine transitions in both
directions for all three models.

4.3.1. Transition from Open to Closed State. We first
check whether our path sampling is sufficient by monitoring
the flux into the target state. Figure 5 plots the WE results
for probability fluxes obtained into the Closed state for both
Models 1 and 2. The “time” axis is merely the number of τ
intervals (where one interval contains 2000 LBMC steps).
In both models, the fluxes reach linear regimes, indicating
that the observed transitions are not merely due to initial
fast trajectories and the path ensemble is appropriately
sampled.

The sensitivity to the models is also apparent in the fluxes
shown in Figure 5: Model 2 (which includes hydrogen-
bonding, Ramachandran propensities, and MJ-type residue-
specific interactions) has a smaller flux into the Closed state
than does Model 1. Residue-specific interactions are expected
to roughen the energy landscape, consistent with the observed
slowing of transition dynamics. However, the possible change
in the Open state basin stability due to addition of these
interactions is convoluted with the roughening of the
landscape.

We further study the path ensemble by examining indi-
vidual trajectories. Figure 6 shows, for Model 1, the DRMS
from the Closed structure for four typical transitions started
in the Open state as a function of time (total number of
LBMC steps) obtained via WE path sampling. In contrast
with the brute-force simulation in Figure 3a, each trajectory
in Figure 6 gets to the Closed state (defined to be within a
DRMS of 1.5 Å from the Closed structure). Although the
trajectories arrive at the target state with different weights,
the ones shown in the figures above are obtained after a
simple resampling procedure70 and, thus, represent trajec-
tories that arrive with relatively large probabilities. Resam-
pling is a statistically rigorous procedure to prune an
ensemble.70 In our resampling scheme, a trajectory arriving
at the target with weight w is kept with a probability w/wmax.

For trajectories that begin transitions at larger times (such
as trajectory 4 in Figure 6), a significant amount of time is
spent in regions with large DRMS values from the Closed
structure. Thus, in Figure 7 and beyond, we do not show
the “dwell time” in the Open state.

To analyze the order of domain closing, and, in particular,
to study possible heterogeneity in the path ensemble, we
study the four Open-to-Closed trajectories of Figure 6 in
more detail. Figure 7 plots the projection of the above four
trajectories onto the plane of the BD-LID and LID-CORE
distances.

Figure 5. Comparison of the probability fluxes into the Closed
state for two models. The fluxes from a pure double-Goj
system (Model 1, solid line) and a system with considerable
chemical specificity (Model 2, dashed line) are plotted as
functions of WE time intervals (each τ interval is 2000 LBMC
steps). In both cases, the fluxes reach approximately linear
regimes, suggesting transient effects have attenuated.

Figure 6. Open-to-Closed transitions observed for Model 1.
Four typical DRMS traces are shown, measured from the
Closed crystal structure. The Closed basin is delimited by a
DRMS of 1.5 Å from the Closed crystal structure.

Figure 7. Path heterogeneity in Model 1 transitions. Four
typical trajectories for the Open-to-Closed transition (cf., Figure
6) are shown via distances between the CORE and LID
(ordinate) and between the BD and the LID (abscissa). Also
depicted are experimental configurations, including those from
which our double-Goj models were constructed (black filled
symbols) and a number of others (pink 2), which are tabulated
in the Supporting Information. Open symbols depict the
equilibrium ensembles obtained from simulation. The “dwell”
times for the trajectories in the Open state have been excluded
for clarity.
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The transition paths traced by the four Model 1 trajectories
are significantly different. For trajectory 1, the BD shuts after
the flexible LID gets close to the CORE. For the following
discussion, we call this pathway as Open-LID-BD-Closed
(first the LID relaxes, and then the BD shuts close). On the
other hand, trajectory 3 shows a dramatically different
behavior: the BD snaps shut before the flexible LID gets
closer to the CORE (this pathway is labeled as Open-BD-
LID-Closed). The other two trajectories are somewhere
between the two extremes.

To quantify heterogeneity in the path ensembles, we
compare the ratio of trajectories in the two transition
pathways. Specifically, we define a trajectory to follow the
Open-LID-BD-Closed (lower right) pathway if it first visits
the region d56,163 < 10.0 Å after last leaving the rectangular
Open-state region defined by d56,163 > 10.0 Å and d15,132 >
10.0 Å. (As in section 4.1, dij is the distance between R
carbons of residues i and j.) On the other hand, a trajectory
follows the Open-BD-LID-Closed (upper left) pathway if it
first visits the region d56,163 > 10.0 Å after last leaving the
above Open-state rectangular region. We find that for pen-
to-Closed transition using Model 1, approximately 60% of
the resampled trajectories follow the pen-BD-LID-Closed
pathway (akin to trajectory 3 in Figure 7). The remaining
40% follow the Open-LID-BD-Closed pathway.

The model 1 transitions exhibit good correspondence with
experimental “intermediates”. Figure 7 also compares the
BD-LID and LID-CORE distances of several experimental
crystal structures using triangles. Several experimental crystal
structures (1DVR, 2AK3, 1AK2, 2BBW - see Supporting
Information) lie along the two transition paths. In particular,
structures along the Open-LID-BD-Closed pathway approach
1DVR and 1AK2 structures, whereas structures along the
Open-BD-LID-Closed pathway approach 2AK3 crystal struc-
ture. The identities of the intermediate structures differ from
those found by Beckstein et al.52 There are two possible
reasons for this discrepancy: we use different models, and
the effect of the ratcheting bias used by Beckstein et al.52

on the pathways and free-energy profiles (from observed
populations) is not obvious. More details on the additional
experimental structures chosen are given in the Supporting
Information.

Further, we look at a few intermediate structures for these
two pathways. Figure 8 shows four intermediates along
trajectory 3 of Figure 7. The BD and LID domains near one
another before the LID closes. On the other hand, Figure 9
shows four intermediates along trajectory 1 in Figure 7. The
closing of the LID, followed by snapping shut of the BD, is
clearly visible in the figure. As both Figures 8 and 9 show,
the rest of the protein (i.e., the CORE region) maintains a
stable shape during the transformation.

To determine the sensitivity of the path ensemble to the
model, we similarly analyzed results from Model 2 (which
includes hydrogen bonding, Ramachandran propensities, and
a level of residue specificity). A similar qualitative picture
is obtained for Model 2. Figure 10 plots three of the
resampled trajectories from the Open to the Closed structure
using Model 2. The “dwell times” in the Open state have
been omitted for clarity. Again, the symbols have the same

meaning as in Figure 7 (except that Open symbols represent
the equilibrium fluctuations obtained using model 2). The
transition from the Open-to-Closed structure again takes place
by the two pathways: Open-BD-LID-Closed and Open-LID-
BD-Closed. The ratio of paths in the two pathways is the

Figure 8. Four time-ordered, representative structures along
the Open-BD-LID-Closed path obtained for trajectory 3 in
Figure 7 (Model 1). The CORE domain is blue, the BD is
yellow, and the LID is green. The configurations correspond
to (296 000, 802 000, 822 000, 1 496 000) MC steps, respec-
tively, in trajectory 3 of Figure 6.

Figure 9. Four time-ordered, representative structures along
the Open-LID-BD-Closed path obtained for trajectory 1 in
Figure 7 (Model 1). The CORE domain is blue, the BD is
yellow, and the LID is green. The configurations correspond
to (128 000, 206 000, 306 000, 480 000) MC steps, respec-
tively, in trajectory 1 of Figure 6.
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same as that for Model 1, and several additional experimental
structures show BD-LID and LID-CORE distances similar
to structures along the two types of transition pathways.

4.3.2. Transition from Closed to Open State. We also
studied “reverse” transitions, from the Closed to the Open
state. Figure 11 shows the flux into C as a function of “time”
for both Models 1 and 2. As compared to Figure 5 for the
transition from the Open to the Closed state, the flux into
the Open state is several orders of magnitude lower. This
observation mirrors the previously described larger fluctua-
tions in the Open state ensemble. Flux into the Open state
for Model 2 with residue-specific chemistry is higher than
for Model 1, despite the expected roughening of the energy

landscape. This necessarily reflects a free energy shift,
suggesting MJ interactions destabilize the Closed state as
compared to a pure double-Goj model. Such a shift seems
appropriate given that we do not model ligands that implicitly
lead to more contacts in the Closed state and consequent
overstabilization in the Goj model.

For the Closed-to-Open transition using either model, we
obtain pathways that mirror the Open-to-Closed transition:
the LID fluctuates in the Closed state, and this is followed
by the BD snapping Open on a relatively fast time scale.
For both models 1 and 2, successful trajectories appear to
follow only the Closed-LID-BD-Open pathway for Closed-
to-Open transition (reverse order of the Open-BD-LID-
Closed pathway in the Open-to-Closed transition direction).
The absence of symmetry is surprising given our recent
formal demonstration,39 and there seem to be two possible
reasons. First, the transients for the Closed-BD-LID-Open
pathway are long-lived. Lengthy transients are consistent with
the low reverse reaction rates, shown in Figure 11, for both
Models 1 and 2. Second, our state definitions may be flawed
as discussed in section 5.3.

To clarify the issue of the symmetry of path ensembles
between forward and reverse directions, we constructed and
path sampled model 3.

4.4. Path Ensemble Symmetry Analysis in Model 3.
The slow Closed-to-Open transition indicates that, for Models
1 and 2, the free energy of the Closed structure is signifi-
cantly lower than that of the Open structure. As discussed
in section 2.3, this suggested the use of Model 3, which
decreases in magnitude the favorable energy for contacts
present only in the Closed state. That is, Model 3 reduces
the free energy asymmetry between the Open/Closed states.

Model 3 thereby facilitates study of the symmetry between
forward and reverse transitions. As shown in Figure 12,
although the flux in the Open-to-Closed direction in Model
3 is higher than that in the Closed-to-Open direction, the
difference between the fluxes in the two directions is much
less than that for Models 1 and 2. The increased Closed-to-
Open rate implies that the relative stability of the Closed
state is reduced as compared to Models 1 and 2. Importantly,
the relatively linear behavior of fluxes in both directions
implies our path sampling is sufficient, well beyond transients.

Figure 10. Path heterogeneity in Model 2. Three typical
trajectories for the Open-to-Closed transition are shown via
the distance between the CORE and LID (ordinate) versus
the distance between the BD and the LID (abscissa). Also
depicted are experimental configurations, including those from
which our double-Goj models were constructed (black filled
symbols) and a number of others (pink 2), which are tabulated
in the Supporting Information. Open symbols depict the
equilibrium ensembles obtained from simulation. The “dwell”
times for the trajectories in the Open state have been excluded
for clarity.

Figure 11. A comparison of probability fluxes into the Open
state for two models as a function of WE time increment (each
τ is 2000 LBMC steps). The solid line is for Model 1, whereas
the dashed line is for Model 2. The log scale emphasizes the
small amount of flux in Closed-to-Open direction for both the
models, as compared to fluxes in the reverse direction.

Figure 12. Probability flux in either direction for Model 3 as
a function of WE time increment (each τ is 2000 LBMC steps).
For this model, the Closed-to-Open flux is of the same order
of magnitude as in the reverse direction.
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For model 3, we examine the same classification of
pathways as above. Both paths are frequently observed in
both directions. In Figure 13, we show the ratio of prob-
abilities of the two paths as a functions of simulation time
in the two directions. Values in each window are averaged
over 500 τ increments. The results for the Open-to-Closed
direction ([) are shown for a single simulation, whereas the
Closed-to-Open transitions (O) are shown for six independent
simulations. Despite large fluctuations, the ratios of paths in
the two directions are similar. We discuss the issue of path
symmetry further in Section 5.

4.5. Intermediate Detection. The path ensembles ob-
tained can also be used to detect intermediates during the
transitions in the two directions. A framework for analyzing
the transition path ensemble was recently reviewed by E and
vanden-Eijnden.4 In particular, transition, or reactive, tra-
jectories can be traced along the configuration space (or a
projection of it) to compute populations of regions of the
configuration space: regions with high populations cor-
respond to intermediate structures that will be observed more
frequently during transitions. Note also the analyses proposed
by Hummer.5

Figure 14 shows fractional populations in regions of
configuration space obtained for Model 3 during transitions
in the two directions. Both panels show significant similarity,
two distinct channels (or, transition tubes) are visible,
corresponding to the two paths. Regions with higher popula-
tions suggest metastability, that is, intermediates.

In both figures, the region of the transition channels with
LID-CORE distance in the 10-15 Å range and with
BD-LID distance similar to that in the Closed state is
significantly more populated than other transition regions in
the two directions. Such a structure is illustrated by config-
uration 3 of Figure 8. This not only reiterates the observation
in Figure 13 that the Open-BD-LID-Closed pathway is the
more dominant transition pathway, but also suggests that the
region noted above is a dominant intermediate in both
directions. A qualitatively similar result is obtained for the
Open-to-Closed direction for Models 1 and 2 (as noted above,
the Closed-BD-LID-Open pathway was not observed for
Models 1 and 2).

5. Discussion

5.1. Models. An important issue in any coarse-grained
study is the sensitivity of the results to the particular model(s)
used. To address this point, we used three different semi-
atomistic models of adenylate kinase. For the models used,
we find that the transition pathways are not significantly
affected by the models we used. In particular, we find two
dominant pathways (Open-LID-BD-Closed and Open-BD-
LID-Closed) that occur in all the models. Although the rates
vary considerably among models, we do not expect realistic
kinetics in simplified models.

Our choice of models was governed by the basic require-
ment of obtaining full path sampling of conformational
transitions, to study path ensembles, heterogeneity, and
symmetry. Two of the models are based purely on structure
(Goj model), and the other (Model 2) includes some level of
residue specificity via Miyajawa-Jernigan interactions, as

Figure 13. Ratio of probabilities of the two paths, 1 and 2, in
the Open-to-Closed ([) and Closed-to-Open directions (O).
Results from six independent WE simulations are shown in
the Closed-to-Open direction to highlight the fluctuations. All
data points are window averaged for 500 τ.

Figure 14. Fractional populations observed in the transition
path ensemmble. The top panel shows fractional populations
for the Open-to-Closed direction, whereas the bottom panel
is for the Closed-to-Open direction. Also depicted are experi-
mental configurations, including those from which our double-
Goj models were constructed (black filled symbols) and a
number of others (pink 2), which are tabulated in the
Supporting Information. Open symbols depict the equilibrium
ensembles obtained from simulation.
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well as hydrogen-bonding energies and Ramachandran
propensities. In Model 2, the chemical energy terms are
significant perturbations to the Goj interactions (as quantified
by MJ interactions between residues). This model is designed
to be able to capture a minimum level of biochemistry.
However, Model 2 still requires significant Goj-type interac-
tions to stabilize the two physical states. In the future, we
plan to utilize more detailed and explicit side chain-side
chain and side chain-backbone interactions to reduce the
dependence on Goj-type interactions.

Another limitation is that we did not consider the ligand
in our path sampling simulations. The inclusion of ligand
could influence the observed pathways significantly. We have
plans for modeling ligands via “mixed models” that include
all-atom ligands and binding sites, with a coarse-grained
picture for the rest of the protein. Such an explicit inclusion
of ligands, with the corresponding degrees of freedom of
the unbound ligands in the Open form, should reduce the
dependence on arbitrary Goj interactions. A study with
explicit ligands could require higher dimensional progress
coordinates to use in weighted ensemble simulations: one
coordinate for protein structure (as is done in this work),
and a second (or further) coordinate for the distance between
ligands and the protein. Note that weighted ensemble
simulations can mix real- and configurational-space coordi-
nates: it was originally designed for binding studies.36

5.2. Multiple Paths. The two dominant pathways, Open-
LID-BD-Closed and Open-BD-LID-Closed (and reverse on
Opening), have also been observed by other groups using
coarse-grained models with network analysis46 and molecular
dynamics.47,48 These works utilized double-well potentials.
We showed that adding approximate chemical details to the
double-well potential preserves the two types of pathways.

Further, Whitford et al.47 observed that different pathways
were dominant in the two directions. On the other hand,
results of Lu and Wang48 suggest that any path is similarly
favored in both directions. We discuss this symmetry of
pathways below.

5.3. Path Symmetry. Recently, we investigated the
conditions when there should be symmetry, that is, when
pathways in the forward and the reverse directions occur with
the same ratio.39 We show that exact symmetry will hold
when a specific (equilibrium-based) steady state is enforced.
Approximate symmetry is expected if the initial and final
states are well-defined physical basins lacking slow internal
time scales, so that trajectories emerging from a state “forget”
the path by which they entered. Figure 13 suggests that the
ratio of the two different pathways in the two directions is
very similar for Model 3, which was fully path sampled in
both directions.

Such a symmetry is clearly absent from our results (even
after accounting for statistical fluctuations) in Models 1 and
2. Although we observed transitions in both directions for
all the models, Closed-to-Open transitions in all the models
(especially in Models 1 and 2) are harder to obtain. In
particular, the Closed-BD-LID-Open pathway is not observed
in our simulations for Models 1 and 2. This indicates that
the conditions required for symmetry39 are not met in one
or more ways: transitions in the Closed-to-Open direction

may be dominated by transients and/or there may be internal
barriers within the Closed state. We are currently working
on developing WE path sampling methods that allow steady
states to be sampled directly and efficiently,62 and we hope
to investigate the issue of symmetry further. Related steady-
state methods are already available.71-73

The above discussion suggests possible reasons behind the
lack of path symmetry observed by Whitford et al.47 and
path symmetry observed by Lu and Wang.48 The lack of
symmetry observed by Whitford et al.47 is, perhaps, due to
transitions being studied from one crystal structure confor-
mation (instead of from an ensemble of conformations
relevant to that state) to an ensemble of conformations of
the opposing state: possible internal barriers within a state
may not allow for symmetry to be observed. On the other
hand, Lu and Wang48 study transitions from an ensemble of
one state to the ensemble of the opposing state.

5.4. CPU Time and Efficiency. One of the basic goals
of this work was to determine the level of detail we can
include in a model, while still allowing for full sampling of
the path ensemble. Thus, we now discuss the computational
effort that was required. All simulations were performed on
single 3 GHz Intel processors. The results shown for Model
1 in the Open-to-Closed direction took approximately 1 week
of single CPU time. More simulation was performed in the
Closed-to-Open direction, requiring 3-4 weeks of single
CPU time. The results for Model 2 were obtained using
approximately the same time as Model 1. For Model 3, the
Closed-to-Open transition was not much harder to obtain than
the Open-to-Closed transition, and a simulation in each
direction required approximately 2 weeks of single CPU time.
Because of the low CPU usage for obtaining path ensembles
for the models used here, obtaining path ensembles of better
models using WE is possible. See section 5.1.

It is not hard to estimate the efficiency of WE simulation
as compared to brute-force. The transition rates determined
from WE simulations indicate the time required for brute-
force simulations to achieve transitions and hence permit
estimates of efficiency. For example, the rate obtained for
Closed-to-Open transition for Model 3 is 2.5 × 10-6/τ. Thus,
one brute-force transition can be estimated to require the
reciprocal amount of time. Because 2000τ requires ap-
proximately 1 week of computing, BF is estimated to take
approximately 4 years for a single transition. In contrast, WE
yielded 50 transitions after resampling (i.e., 50 transitions
with equal weights), in about two weeks of single-processor
computing. (Before resampling, there were about 3000 WE
transitions for each simulation.) WE is thus significantly more
efficient than BF. For transitions in the other direction and/
or other models, a qualitatively similar picture for efficiency
emerges.

6. Conclusions

We applied weighted ensemble (WE) path sampling to
generate ensembles for conformational transitions between
Open (apo) and Closed (holo) forms of adenylate kinase
using semiatomistic models of the protein. The models have
an all-atom backbone including �-carbons, along with
varying levels of chemical specificity, and represent a
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significant jump in complexity as compared to previous
models studied with WE. No additional driving force was
used to enable the transitions. We showed that conforma-
tional transitions in both directions are possible for such
models via WE, while brute-force simulations are less
efficient. Given the relatively small computational effort
required for observing transitions using WE (weeks of single-
CPU time), more detailed models can be used for full path
sampling. Models with further reduction in Goj-type interac-
tions are needed, along with ligand modeling, to study the
specific enzyme biochemistry.

All the models show significant hereteogeneity in the
transition pathways, consistent with previous work and
experimental structures. Two dominant pathways are ob-
served, characterized by the order in which the flexible lid
and the AMP binding domains close. Although the transition
rates (in terms of Monte Carlo steps) varied significantly
depending upon the model used, similar dominant pathways
are obtained across the models. The model that allows
significant transitions in both forward and reverse directions
shows an approximate symmetry of pathway populations,
consistent with a recently derived symmetry rule.
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Abstract: We present the first application of the mining minima algorithm to protein-small
molecule binding. This end-point approach uses an empirical force field and implicit solvent
models, treats the protein binding site as fully flexible, and estimates free energies as sums
over local energy wells. The calculations are found to yield encouraging agreement with
experimental results for three sets of HIV-1 protease inhibitors and a set of phosphodiesterase
10a inhibitors. The contributions of various aspects of the model to its accuracy are examined,
and the Poisson-Boltzmann correction is found to be the most critical. Interestingly, the computed
changes in configurational entropy upon binding fall roughly along the same entropy-energy
correlation previously observed for smaller host-guest systems. Strengths and weaknesses of
the method are discussed, as are the prospects for enhancing accuracy and speed.

1. Introduction

The appeal and promise of structure-based drug design has
grown in recent decades as computer power has increased
and as the three-dimensional structures of proteins have
become easier to solve by crystallographic and NMR
methods (e.g., refs 1-6). Indeed, advances in protein
crystallography are now extending the reach of structure-
based approaches into the medically critical yet previously
inaccessible realm of G-protein coupled receptors.7-11

Computational tools for the selection or design of compounds
to bind a targeted protein also have advanced substantially
in recent years (e.g., refs 12-17), but there is still a need
for more reliable methods of ranking candidate ligands of a
targeted protein according to affinity.18,19

Approaches to modeling protein-small molecule interac-
tions may be viewed, very broadly, as falling along a
spectrum of complexity. At one end lie the simplest and most
efficient docking methods (e.g., refs 20-28), which seek to
identify the single most stable conformation of a protein-
ligand complex and estimate binding affinity with a scoring
function that is often conceptualized as a sum of free energy
contributions from, for example, hydrogen bonding, the
hydrophobic effect, and Coulomb interactions. (Recent

progress in the use of relatively detailed electronic structure
calculations as part of protein-ligand scoring functions also
deserves mention (e.g., refs 29-36).) These methods offer
the speed required to rapidly screen large compound
databases for promising candidate ligands but typically
neglect or, arguably, oversimplify significant free energy
contributions, such as the energetic and entropic conse-
quences of ligand preorganization or the lack thereof. At the
other end of the spectrum lie free energy pathway methods,
like free energy perturbation and thermodynamic integration,
which employ relatively detailed Monte Carlo or molecular
dynamics methods, typically using explicit solvent models,
to compute the absolute or relative work of binding for
candidate ligands (e.g., refs 37-47). Such approaches have
the potential to capture much of the relevant physics but still
tend to be too computationally demanding for routine use
in drug-design projects. Toward the middle of the spectrum
of complexity lie so-called “end-point” free energy methods,
such as MMPBSA48-51 and LIE.52-55 These aim to provide
greater physical detail than docking and scoring methods by
accounting for both the bound and unbound states of the
protein-ligand system, while potentially avoiding the com-
putational costs of free-energy simulations because they do
not involve computing the work of a multistep binding
process or “alchemical”37 ligand change.

The present study focuses on one of a class of end-point
methods,56 including mining minima (here M2)57-59 and
MINTA,60 which approximate the thermodynamics of bind-
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ing by identifying a manageably small set of conformations
(local energy minima) of the free and bound protein and
ligand. The free energy associated with each local energy
minimum of the ligand, receptor or complex, is evaluated
on the basis of its depth and width, and the contributions of
the energy wells are combined to yield an estimate of the
overall free energy. A potential merit of this approach is that
one may employ conformational search approaches that
aggressively cross energy barriers to identify the stable
conformations, rather than having to wait for barriers to be
crossed through thermal motion, as in typical simulation-
based methods. On the other hand, in order to avoid a
combinatorial explosion of conformations, such methods
must limit the number of explicit degrees of freedom by using
an implicit solvent model and, for large receptors, treating
part of the system as restrained or rigid. Applications of such
models to binding in host-guest systems have shown
encouraging agreement with experimental results,57,59-62

suggesting that this approach, used with current energy
models, captures much of the relevant physical chemistry
of molecular recognition. The host-guest studies also have
yielded unexpected insights into the role of configurational
entropy in binding, providing evidence that these entropy
contributions are commensurate with more familiar energy
terms and may differ enough across ligands to significantly
affect their affinity rankings. It is thus of considerable interest
to apply this approach to protein-small molecule binding.

We have now developed an implementation of the M2
algorithm, VM2, that is suitable for protein-ligand affinity
calculations. The software includes more aggressive search
algorithms than those used for the prior host-guest calcula-
tions and allows part of the target protein to be held rigid
while a user-defined binding site region, including a ligand
and any number of additional solvent molecules or cofactors,
is treated as flexible. This paper describes the algorithm and
characterizes its performance for three groups of compounds
binding two very different proteins, the human immunode-
ficiency virus 1 protease (HIVP) and phosphodiesterase 10a
(PDE 10a).

2. Methods

2.1. Application of Mining Minima to Protein Li-
gand Binding. 2.1.1. OVerView. As previously described,57,59

the second-generation mining minima method, M2, computes
the standard free energy (or, more properly, the standard
chemical potential) of a bound complex, AB, and the free
molecules, A and B, and obtains the standard binding free
energy as the difference:

M2 is thus an “end-point” method.12 In brief, the free energy,
GX, of a molecule or complex X ) A, B, or AB is estimated
by summing local configuration integral contributions zi from
distinct energy wells (conformations) i:

Each local integral, zi, is obtained by computing the Hessian
matrix with respect to bond-angle-torsion coordinates at the

corresponding local energy minimum and applying an
enhanced harmonic approximation which accounts for an-
harmonicity along those eigenvectors of the Hessian having
eigenvalues up to 2 kcal/mol/xy, where x and y are either
Angstroms or radians, depending on the coordinates involved.
Local energy minima are found with an aggressive confor-
mational search which, unlike typical molecular dynamics
simulations, can readily cross energy barriers (see below).
The energy model comprises an empirical force field and
an implicit solvent model.

The present study uses an implementation of M2 that is
suitable for protein-ligand modeling. In particular, it allows
part of the receptor (the “real set”) to be held rigid while
treating only a user-defined binding-site region (the “live
set”) as flexible. The rigid part of the receptor acts as a
framework that holds the flexible binding site region in the
right overall conformation, while the flexibility of the binding
site allows its conformation to adapt to different ligands. The
present implementation also affords additional, more ag-
gressive, conformational search methods and permits the
complex to include more than one bound molecule; for
example, it can include a drug-like ligand and one or more
explicit water molecules. A ligand or solvent molecule can,
optionally, be restrained in a spherical region near a desired
location by applying a flat-bottomed energy well to one of
its atoms:

Here, k is the force constant of the restraint, r is the location
of the restrained atom, r0 is the center of the flat-bottomed
well, in coordinates rooted in the rigid part of the receptor,
Rrestraint is the radius of the restraint region, and p is a
parameter controlling the “hardness” of the energy wall
around the energy well. A value of p ) 12 was used in all
calculations presented here.

2.1.2. Conformational Search. The conformational search
method is a variant of the previously described Tork
algorithm,63 which in turn is inspired by the low mode search
method.64,65 The search typically starts with a single initial
conformation, although more than one can be used. The
conformation is energy-minimized to a local energy mini-
mum, and the second-derivative (Hessian) matrix of the
energy in Cartesian coordinates is computed, transformed
into the Hessian for bond-angle-torsion coordinates, as
previously described,63 reduced by elimination of rows and
columns corresponding to bond-stretch and bond-angle
coordinates, and diagonalized. A “distortion mode” is then
defined by choosing a normalized eigenvector ei with a low
eigenvalue Vi, or a linear combination of two normalized
eigenvectors ei and ej with low eigenvalues Vi and Vj. The
mode is then modified by zeroing any eigenvector compo-
nents less than 0.1. The system is distorted along this
distortion mode, and then 10 steps of quasi-Newton energy
minimization are carried out with the distorted atoms held
fixed and the rest of the system free. If the final energy is
less than a threshold of Et and no torsional change has
exceeded a user-defined threshold of φt, then the process is

∆G° ) GAB
° - GA

° - GB
° (1)

GX
° ≈ -RT ln ∑

i

zi (2)

Erestraint ) k
(r - ro)

p

Rrestraint
p

(3)
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repeated. When this iterative process crosses either the energy
threshold or the torsional threshold, the distorted conforma-
tion is fully energy-minimized to a local energy minimum.
Here, the 100 eigenvectors with the lowest eigenvalues were
considered “low”, the energy threshold, Et, was set to 2000
kcal/mol, and the torsional threshold, φt, was set to 180°.
For the pairwise distortions, the contribution of each eigen-
vector to the combined distortion vector, ecombo, was weighted
according to the reciprocal of its eigenvalue:

The present software implementation also includes two
aggressive search methods. In one, only the ligand is moved
stepwise along its soft modes, and after each step, the live
atoms of the protein are energy-minimized for several steps
so that they move out of the way of the moving ligand. This
process is iterated until an energy or displacement is reached,
at which point the entire system is energy-minimized. The
second aggressive search method is the same, except that
only the protein is moved stepwise along its soft modes,
while the ligand is relaxed in response. These more aggres-
sive methods are most appropriate for cases where the
binding modes are unknown and were not used here because

we wished to leave the ligands’ scaffolds close to their
positions in the available crystallographic structures.

2.1.3. Monitoring Free Energy ConVergence. The free
energy calculation for the protein, ligand, or complex begins
with a single energy-minimized conformation. As dia-
grammed in the flowchart in Figure 1, the algorithm then
follows a convergent, iterative procedure involving a series
of “searches”, each composed of “cycles”, where each search
is run to convergence (criterion 1 in the flowchart) and the
overall set of searches is also run to convergence (criterion
2 in the flowchart). The first search is carried out as follows.
The starting conformation is used to seed a Tork conforma-
tional search (see prior section) and thereby generate a set
of new conformations. Any duplicate conformations are
removed from the list, and the configuration integral zi is
computed for each of the N distinct local energy minima.
The free energy is obtained from eq 2, where the sum ranges
over the energy minima i found to date.

This completes the first cycle of the first search. All
conformations from the current search iteration are then
superimposed and grouped into N clusters based upon the
atomic root-mean-square distances between conformations,
and the lowest free energy conformation of each cluster is
used to start a new Tork conformational search. Thus, each
cycle after the initial one starts with N, rather than 1, initial

Figure 1. High-level flow-chart of the mining minima procedure, showing nested iterative loops over cycles and searches, each
with its own convergence criterion, as detailed in the text.

ecombo )
ei/Vi + ej/Vj

1/Vi + 1/Vj
(4)
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conformations, but the algorithm is otherwise the same. This
procedure aims to generate a diversity of starting structures
for the new cycle. Duplicates are again removed, with
reference to all conformations generated in the current search.
Configuration integrals are computed for the remaining
distinct conformations, and the free energy is updated to
reflect all distinct conformations found in the current cycle.
Additional cycles are run in this manner until the last cycle
meets criterion 1: it must lower the free energy by less than
0.05 kcal/mol, and the last three cycles must cumulatively
lower G by less than 0.5 kcal/mol. At this point, the first
search is considered to be converged. A new search then
begins from the lowest free energy conformation found in
the prior search. Additional searches are run until criterion
2 is met; i.e., the last search must lower the free energy by
less than 0.05 kcal/mol. In the present calculations, the
number of clusters, N, is set to 4.

2.1.4. Energy Model. The protein’s potential energy as a
function of conformation was approximated with the
CHARMM66 united-atom force field. For the ligands, we
used VeraChem’s enhanced version of the Dreiding67 force
field for bond-stretch, bond-angle, and torsional terms.
The Lennard-Jones terms were automatically assigned to
those of chemically related atoms in the CHARMM force
field, and partial charges were assigned with the electrone-
gativity equalization method Vcharge.68 The topology files
for the ligands are provided in the Supporting Information.
During the conformational search procedure, solvation is
modeled with a generalized Born model (GB).69,70 The free
energy of each energy minimum is subsequently corrected,
as previously described,57 by subtracting its GB energy and
adding in the Poisson-Boltzmann/surface area (PB/SA)
solvation energy, where the Poisson-Boltzmann equation
is solved with a fast finite difference code.71,72 It is this PB-
corrected free energy that is checked to determine whether
the new conformation is more stable than prior conforma-
tions. Using the corrected free energy helps prevent the
search algorithm from finding conformations that are stable
according to the GB model but not according to the PB/SA
model. The dielectric cavity radius of each atom is set to
the value of its Lennard-Jones parameters, i.e., to the distance
at which the Lennard-Jones energy of two atoms of this type
has its local energy minimum.

2.2. Protein-Ligand Systems and Setups. We applied
the method described above to 24 HIV-1 protease inhibitors
and 20 phosphodiesterase 10a (PDE 10a) inhibitors. The
protease inhibitors are divided into two groups. Group 1 is
a heterogeneous collection of drugs and nonclinical com-
pounds with measured binding free energies of -19.2 to
-6.6 kcal/mol, as determined by calorimetric and enzymatic
Ki measurements cited in the caption of Table 2. Although
these data derive from six different research groups, their
wide range of binding free energies reduces the quantitative
significance of methodologic variations among the groups.
Group 1 is subdivided into group 1a compounds (Figure 2),
which are known or presumed to bind with a bridging “flap
water”, and group 1b compounds (Figure 3), cyclic and
azacyclic ureas which bind without a flap water. Group 2
(Figure 4) is a relatively homogeneous set of 10 compounds73

from a project aimed at discovering new protease inhibitors
that would be robust to mutational resistance, with binding
free energies of -16.7 to -9.3 kcal/mol, on the basis of
enzymatic Ki data obtained by a single research group. The
PDE 10a inhibitors74 possess a common chemical scaffold
(Figure 5) and range from -11.5 to -9.2 kcal/mol in binding
free energy, also on the basis of Ki data obtained by a single
research group.

The evaluation of a method of ranking ligand affinities
should include ligand series for which affinity is not strongly
correlated with ligand size, so that the arguably trivial
tendency of many scoring functions to correlate with ligand
size75 does not lead to an overly optimistic assessment of
the method. Here, the correlation coefficients (R values) of
binding free energy with the number of non-hydrogen atoms
are 0.75, 0.63, 0.00, and 0.44 for the group 1a, group 1b,
and group 2 protease inhibitors and PDE 10a, respectively.
We thus have a mix of correlated and uncorrelated series,
much as previously observed for a variety of experimental
data sets.76

Calculations for the group 1 HIV protease calculations
were based on PDB structure 1HVR,77 which was solved
with a bound cyclic urea inhibitor, while group 2 calculations
used 2I0D,73 which was solved with ligand AD81 of this
group. Except as otherwise noted, all crystallographic solvent
molecules were omitted. For group 1a ligands, an explicit
flap water was included with a flat-bottomed restraint on the
water’s oxygen atom, with R ) 0.5 Å and k ) 1.0 kcal/
mol/Å.12 The location of the oxygen was obtained by
superimposing the protein parts of structures 1HVR and
2FDE78 (HIV protease with GW0385) and then using the
water coordinates from the superimposed 2FDE structure.
On the basis of prior analyses, Asp 25 was treated as
protonated on oxygen, and Asp 25′ was treated as unproto-
nated for the group 1a compounds,79 while Asp 25 and 125
were both protonated for the group 1b compounds.80 The
initial bound conformation of each HIVP ligand was gener-
ated by superimposing the common parts of its structures
with the highest affinity compound in its group.

Calculations for the PDE 10a inhibitors were based on
PDB structure 2OVV,74 which was solved with inhibitor 21
and is very similar to structure 2OVY,74 which was solved
with inhibitor 29. Examination of these structures revealed
that water 85 in 2OVV and 2OVY appears to play a
particularly important bridging role, as it is the only water
within 3 Å of both the ligand and the protein. Moreover,
initial conformational searches with no crystallographic
waters generated conformations in which the ligand wandered
from its crystallographic location, whereas including water
85 with a flat-bottomed restraint (R ) 0.5 Å, k ) 1.0 kcal/
mol/Å12) centered on its crystallographic site caused the
ligands to remain close to their crystallographic locations.
This water was therefore included in all subsequent calcula-
tions, with the same restraining potential. Initial conforma-
tions of the bound PDE 10a ligands were generated by
superimposing them on the crystal conformation of the
tightest-binding ligand, 29 in 2OVY. The bound Zn and Mg
atoms were part of the real set and therefore treated as rigidly
fixed. Both metals were treated as electrically neutral, as were
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their first-shell histidine ligands. We do not know the actual
protonation states of the first-shell ligands, but we observed
that adding +2 charge to both metals (while keeping the
first-shell histidines neutral) caused the conformational
searches to yield grossly incorrect ligand poses. Fortunately,
although the scaffolds of these compounds lie about 7-8 Å
from the metals, the closest atoms of variable substituents
(R in Figure 5) lie at least 12.7 Å away from the metals, on
the basis of the available crystal structures, and the substit-
uents are uncharged and mainly aromatic in nature. As a
consequence, a detailed treatment of the metal cluster is not
expected to be critical in this series.

For both HIVP and PDE 10a, the live set-the set of
binding-site atoms treated as mobile-was defined as all
atoms within 7 Å of any atom of any ligand. The real set-the
set of protein atoms treated as rigid and thus supporting the
live set-comprised all protein residues having any atom
within 5 Å of any live-set atom. For the HIVP structures,
the initial live and real sets based on these criteria were
symmetrized, so that both protein monomers would have the
same live and real sets. This was done by expanding, rather
than contracting, the live and real sets. All other protein
atoms were deleted, in order to reduce the size of the

nonbonded pairlist and thus speed the calculations. In order
to diminish any initial stress in the starting conformations
that might artifactually drive the binding site away from its
crystallographic starting conformation, the protein models
were subjected to an initial relaxation step in which both
the live and real sets were temporarily treated as live, except
for the two metals, which were still held fixed. All protein
residues having an atom within 5 Å of any live atom were
temporarily treated as real, and the entire temporary live set
was energy-minimized. Figures 6-8 highlight the live sets
used in the present calculations. The program VMD81 was
used for all 3D molecular graphics in this paper.

3. Results

3.1. Free Energy Calculations. 3.1.1. Group 1 HIVP
Inhibitors. The computed binding free energies for the group
1a and group 1b protease inhibitors are shifted relative to
experimental results but correlate well (correlation coefficient
r ∼ 0.8), as shown by the scatter plots in Figure 9 and the
linear regression parameters and mean errors in Table 1.
Interestingly, the computed free energies of group 1b run
lower than those of group 1a by about 10 kcal/mol (Figure

Figure 2. Group 1a HIV-1 protease inhibitors.
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9). We surmise that this offset stems primarily from the
difference in the setup of the two protease structures. Thus,
as described in the Methods section, the group 1a calculations
include an explicit “flap” water molecule and treat one of
the catalytic aspartyls as ionized, whereas the group 1b
calculations omit the flap water and treat both aspartyls as
neutral. Table 2 provides information on the root-mean-
square deviation (RMSD) of the most stable computed
conformations relative to crystallographic structures, where
available. Results are presented for the ligand alone, and for
the entire mobile region. The results are rather mixed, with
ligand-only RMSDs ranging from 1.4 to 3.8. Examination
of these structures indicates that the structural deviations are
primarily associated with extended substituents, rather than
with core parts of the ligand that interact with the central
Asp groups and the flap Ile residue. Note that all group 1
calculations were based upon the same protein structure,
1HVR,77 which was solved with bound XK263. It is also of
interest to examine the conformations found in the calcula-
tions. Figures 10 and 11 give a sense for this range by
overlaying representative conformations of the four most
stable conformational clusters found for the bound states of

amprenavir (group 1a) and XK263 (group 1b). In both cases,
the representative conformations may be viewed as minor
modulations of a basic binding mode.

3.1.2. Group 2 HIVP Inhibitors. The group 2 inhibitors
were all modeled on the basis of PDB structure 2I0D,73

which was solved with bound AD81 from this series. The
scatter plot of calculation versus experiment, Figure 12,
shows nine nearly collinear points and one gross outlier,
which corresponds to inhibitor KB19. Corresponding linear
regression parameters, omitting KB19, are provided in Table
1. The mean deviation of calculation from experimental
results for the group 2 inhibitors, -7.1 kcal/mol, is similar
to that for the group 1a inhibitors, -5.1 kcal/mol, while the
mean deviation of the group 1b inhibitors is considerably
greater, at -16.5 kcal/mol. This similarity of the group 2
results to the group 1a results may stem from the fact that
the group 1a and group 2 calculations both included an
explicit flap water and treated the two catalytic aspartyls as
having a net charge of -1. In contrast, the group 1b
calculations did not include a flap water and treated the
aspartyls as neutral. For those compounds in group 2 for
which crystal structures are available, the RMSDs range from
1.9 to 2.4 for the ligand only, and from 2.0 to 2.8 for the
entire mobile region. Compared with the RMSDs for group
1, these values are relatively moderate and uniform. This is
not unexpected, given the comparative uniformity of the
compound series. The variation of the computed structures
across ligands is examined in Figure 13, which overlays the
most stable bound conformation computed for each of the
10. The conformations are all quite similar, with most of
the conformational differences localized in the variable
substituents.

Examination of these bound conformations led to a
potential explanation of why inhibitor KB19 is an outlier in
the scatter plot (Figure 12). When the conformation of AD32,

Figure 3. Group 1b HIV-1 protease inhibitors.

Figure 4. Scaffold of group 2 HIV-1 protease inhibitors.
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which also has a 4-acetyl substituent at the R2 location, was
compared, we noticed that this substituent lies in opposite
orientations in the two compounds. That is, in the most stable
conformations computed for these two compounds, the
oxygen of each lay on the methyl carbon of the other.
Because AD32 is not an outlier, we restarted the KB19
conformational search from a conformation modeled on the
most stable conformation of AD32. This led to a conforma-
tion of the KB19 complex in which the 4-acetyl group is
oriented as in AD32, and whose energy is about 8 kcal/mol
more stable than any found before. (See second KB19 line
(italic) in Table 2.) This lower energy brings KB19 largely
into line with the other group 2 compounds (Figure 12) and
lowers its RMSD somewhat (Table 2).

3.1.3. PDE 10a Inhibitors. Computed and measured
binding free energies for the 20 congeneric PDE 10a
inhibitors are compared in Table 3 and Figure 14, and the
corresponding linear regression parameters and mean error
are presented in Table 1. A significant correlation is observed,

and the correlation coefficient of 0.84 is similar to those
obtained for the HIV protease inhibitors (above). However,
the slope of the linear fit is about half as great as that obtained
for the protease inhibitors. Figure 15 gives a sense of the
conformational variation among the 20 bound ligands via
an overlay of their most stable computed conformations,
along with mobile residues in the PDE 10a binding site. The
common scaffold occupies a uniform pose, while, not
surprisingly, the variable substituent shows a wider range
of positions. The side chains showing greatest conformational
flexibility appear to be Met 251 and Met 252, which lie near
the variable ligand substituent. The higher RMSD (Table 3)
for compound 1, relative to the other ligands with available
crystal structures, 21 and 29, may result from the fact that
this compound is not based on the same chemical scaffold
as any of the other compounds in the series (Figure 5) and
that the protein structure used in the calculations was solved
with one of the other compounds.

Figure 5. PDE 10a inhibitor 1 (left) and scaffold for inhibitors 11-29.

Figure 6. HIV-1 protease structures used for group 1 inhibitors, with mobile (“live”) set highlighted. (The inclusion in the live set
of two apparently isolated phenyl rings results from the proximity of an inhibitor to one of the rings, combined with the
symmetrization of the live set across the two protease monomers.) This and other 3D molecular graphics were generated with
the program VMD.81
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3.2. Entropy and Energy. The VM2 method yields not
only overall binding free energies but also changes in mean
energy components and in the configurational entropy. These
breakdowns are provided in Tables 2 and 3 for the HIV
protease and PDE 10a inhibitors, respectively. As in prior
mining minima calculations on simpler host-guest systems,
the net free energy changes are balances of considerably

larger energy and entropy contributions. In particular, the
change in the Boltzmann averaged energy, ∆〈E〉, is consider-
ably more negative than the binding free energy, ∆G°, while
the configurational entropy makes a markedly positive
contribution, -T∆S°, and thus strongly opposes binding. The
binding free energy can thus be viewed as a small difference
between large numbers and is hence potentially subject to

Figure 7. HIV-1 protease structure used for the group 2 inhibitors, with mobile (“live”) set highlighted.

Figure 8. Phosphodiesterase 10a (PDE 10a) structure used for all the PDE 10a inhibitors, with mobile (“live”) set highlighted.
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large uncertainties on this account. It is thus worth emphasiz-
ing that the mining minima algorithm does not generate the
free energy by computing energy and entropy separately, and
then adding them. Rather, it yields the free energy directly,
and this can later be decomposed into entropy and energy.
This integrated approach represents a potential advantage
over methods which compute the two terms separately. It is
also important to recognize that, although ∆〈E〉 omits the
configurational entropy, it implicitly includes the change in
solvent entropy via the implicit solvent model. As a
consequence, the entropy values reported here should not
be directly compared with experimental entropy changes of
binding for these systems.

The computed entropic penalties range from 25 to 37 kcal/
mol and average 30 kcal/mol. The energy changes are of
greater magnitude and are negative in sign (average -44
kcal/mol), as indeed they must be if the computed binding
free energies are to be negative, since ∆G° ) ∆〈E〉-T∆S°.
In addition, the range of energy changes (∆〈E〉), -63 to -27
kcal/mol, is about 3 times broader than the range of entropic
contributions. Not surprisingly, both the entropy and energy
contributions for these protein-ligand systems are consider-
ably larger, by factors of ∼2.8, than those computed
previously for smaller host-guest systems,57,59,61,62 where
-T∆S° and ∆〈E〉 averaged about 11 and -16 kcal/mol.

The importance of the configurational entropy to the
correlations between calculation and experimentation re-

ported above may be examined by comparing the measured
binding free energies with the computed values of ∆〈E〉
instead of ∆G°. Figures 16 and 17 provide such comparisons
in graphical format for the HIV protease inhibitors, and
Figure 18 provides the comparison for the PDE 10a inhibi-
tors. The corresponding linear regression parameters and
mean errors are provided in Table 4 (first 4 rows of data).
(The group 2 regression again omits the outlier KB19.)
Overall, the new correlation coefficients tend to be somewhat
lower than those found for the full computed free energy,
with the mean R lower by 15%, especially for PDE 10a.
Even more striking are the large reductions in the regression
slopes by a mean factor of 0.59, and the markedly more
negative mean errors by about -30 kcal/mol. These sys-
tematic changes highlight the fact that the computed entropies
strongly oppose binding and that the entropic penalty
correlates with the binding energy, as further analyzed later
in this section.

The values of ∆〈E〉 considered in the prior paragraph are
Boltzmann-weighted averages, where the Boltzmann weight-
ing is based upon the computed free energy of each energy
well. Computing such average energies thus requires the full
mining minima algorithm. It is also of interest to examine
the even simpler energy-based approach of simply subtracting
the global energy minima of the free protein and ligands
from those of the protein-ligand complexes. The resulting
energy changes, ∆Emin, are not averages, and they entirely
exclude any consideration of configurational entropy. How-
ever, they do require a conformational search and do include
the PB/SA correction to the GB solvation energy (see the
Methods section). These energy differences are compared
with experimental binding free energies in the last four rows
of Table 4. The results are much the same as for ∆〈E〉.

Prior mining minima calculations for host-guest systems
yielded a striking correlation between configurational entropy
and energy.57,59,61 It is thus of interest to put the energy and
entropy results for the present protein-ligand calculations
into the context of these prior host-guest results. As shown
in Figure 19, the protein ligand results may be viewed as
broadly extending the approximately linear entropy-energy
relationship found for the host-guest systems. This observa-
tion is consistent with the observation that linear regressions
of measured binding free energy versus computed binding
energy yield lower slopes and more positive y intercepts than
linear regressions of measured binding free energy versus
computed binding free energy (Tables 2 and 4). This is
because including the entropic contribution reduces the range
of the computed values and makes the computed results more
positive (opposing binding).

A more careful look at Figure 19 indicates that the PDE
10a data follow the host-guest trend particularly closely.
The combined host-guest and PDE 10a data yield the
following regression fit: -T∆S° ) -0.88∆E - 1.56. Since
∆G° ) ∆E-T∆S°, this regression corresponds to the energy-
free energy relationship ∆G° ) 0.12∆E - 1.56, which
indicates that most of the energetic driving force for binding
is predicted to be canceled by a proportionate entropic
penalty. The entropic penalties for the HIVP systems fall
below the trend established by the host-guest and PDE 10a

Figure 9. Experimental vs calculated binding free energies
(kcal/mol) for group 1a (red triangles) and group 1b (blue
squares) HIV-1 protease inhibitors.

Table 1. Linear Regressions and Mean Errors of
Computed Binding Free Energies (∆G°) versus Measured
Binding Free Energies, Showing Correlation Coefficient
(R), Slope and Y Intercept (kcal/mol) of Linear Regression
Fits, and Mean Deviation (kcal/mol) of Calculation Relative
to Experimental Resultsa

R slope Y intercept mean error

HIVP group 1a 0.79 0.88 3.2 -5.5
HIVP group 1b 0.84 0.65 7.5 -16.6
HIVP group 2b 0.98 0.56 -1.1 -7.1
PDE 10a 0.84 0.38 -8.3 5.2

a In all cases, the experimental binding free energy is
considered to be on the ordinate (y-axis). b Group 2 regressions
omit the outlier, KB-19.
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systems, indicating that a smaller proportion of binding
energy is canceled by entropy losses. Although it is tempting
to interpret this result as implying that the HIVP systems
tend to overcome entropic compensation, it might equally
well indicate that keeping much of the protein rigid, as done
in these calculations, has led to a disproportionate underes-
timate of entropic losses for HIVP, relative to PDE 10a. The
HIVP points in the entropy-energy scatter plot also show
considerably greater scatter than the PDE or host-guest
results; the reasons for this are unclear.

3.3. Mode Scanning and Poisson-Boltzmann Cor-
rections. The PB/SA solvation energy correction and the
mode-scanning correction to the harmonic approximation in
free energy in the energy well (see the Methods section)
make the calculations somewhat more complicated and time-
consuming. It is therefore of interest to examine the extent
to which they contribute to accuracy. Accordingly, Table 5
presents linear regression analyses of measured binding free
energies vs binding free energies computed without the mode
scanning and PB/SA corrections, respectively. Omitting
mode scanning has minimal effect on the results (Table 5,
top), but omitting the PB/SA correction seriously damages
the correlations (Table 5, bottom). This is clearly due to the

PB, rather than the SA part, given the comparatively small
and uniform values of the latter (Tables 2, 3).

3.4. Convergence and Timings. The progress of the
computed free energies of the various protein-ligand
complexes as a function of the number of conformational
search cycles (see the Methods section) is displayed in
Figures 20-22 for the group 1 and group 2 HIV protease
inhibitors and PDE 10a inhibitors, respectively. The graphs
all trend downward because accounting for additional
conformations in the mining minima method can only lower
the overall free energy. Thus, the sudden downward jumps
in the graphs result from the discovery of new conformations
of markedly lower free energy as the search proceeds. Note
that the absolute free energies displayed in these graphs are
not physically interpretable on their own, because the free
energies of the free proteins and their respective ligands have
not been subtracted out.

The free energy calculations reported here required an
average of about 4.5 h per search cycle on a 2.6 GHz
dual-core AMD Opteron 2218 CPU with 4 GB of RAM.
Roughly 80% of this time is spent on conformational
search and 20% on calculating the free energies of
individual energy wells. The CPU time for computing the

Table 2. Detailed Energy (kcal/mol) Breakdowns of Computed HIVP-Inhibitor Binding Free Energies, ∆G°(calc), along with
Experimental Binding Free Energies, ∆G°(expt); Change in Mean Energy Associated with Force-Field Bond-Stretch,
Angle-Bend, and Dihedral Terms (Valence); Change in Mean Force-Field Coulombic Energy (Coulomb); Change in Mean
Poisson-Boltzmann Solvation Energy (PB); Change in Mean Nonpolar Surface Energy (NP); Change in Mean Force-Field
Lennard-Jones Energy (VDW); Change in Mean Total Energy (∆E, the Sum of the Prior Five Terms); and Change in
Configurational Entropy Contribution to the Free Energy (-T∆S°)a

Boltzmann-averaged energy changes

inhibitor ∆G°(expt) ∆G°(calc) valence Coulomb PB NP VDW ∆E -T∆S° RMSD (Å)

group 1a
Amprenavir -13.2b -19.82 -0.15 -33.28 61.00 -6.60 -69.40 -48.43 28.61 1.4/3.7k

Lopinavir -15.1b -20.22 0.87 -49.32 88.00 -7.73 -88.33 -56.51 36.30 1.4/1.1l

Ritonavir -13.5c -21.37 14.26 -78.40 101.30 -7.61 -87.99 -58.45 37.08 3.8/1.6m

KNI272 -13.3b -17.90 9.07 -53.65 90.00 -7.38 -90.88 -52.85 34.95 3.3/1.6n

KNI764 -14.3b -20.12 1.72 15.08 29.62 -6.80 -85.03 -45.41 25.29 2.5/2.3o

KNI227 -16.5d -18.39 11.58 -55.50 91.13 -7.54 -91.80 -52.13 33.74
GW0385 -19.2e -24.51 8.23 -5.45 38.77 -7.24 -88.13 -53.83 29.31 2.2/1.3p

AG1132 -6.7f -15.72 12.12 -61.17 71.65 -6.11 -60.81 -44.32 28.60
Sulfone 17b -10.0g -13.21 6.60 -37.88 81.15 -7.39 -84.94 -42.46 29.25

group 1b
XK263 -13.1h -31.43 -10.03 -35.08 46.10 -7.44 -55.99 -62.43 31.01 1.5/1.3q

XU422 -7.9i -22.84 -10.73 3.80 22.84 -7.54 -60.85 -52.49 29.65
XZ306 -9.8i -25.33 -7.22 -28.51 36.26 -6.65 -47.49 -53.61 28.28
XZ324 -10.4i -25.92 -9.15 -51.16 56.29 -7.60 -49.51 -61.12 35.21
DMP128 -6.6i -25.23 -4.40 24.82 7.64 -6.64 -74.31 -52.88 27.66 -

group 2j

AD23 (29a) -11.6 -19.88 2.92 -69.42 86.32 -6.98 -67.43 -54.59 34.71
AD32 (37f) -10.4 -16.74 -0.34 -71.59 90.86 -7.61 -62.33 -51.00 34.25
AD67 (27b) -14.0 -22.18 4.57 -74.23 94.32 -7.47 -74.40 -57.22 35.04
AD74 (25c) -13.3 -22.64 2.37 -85.13 94.82 -7.02 -62.91 -57.85 35.22
AD81 (21e) -16.7 -27.51 7.52 -75.63 90.62 -7.49 -76.81 -61.78 34.27 2.1/2.0r

KB02 (21a) -13.8 -22.27 0.85 -69.60 84.38 -7.06 -65.50 -56.92 34.65
KB19 (21f) -15.7 -12.99 -1.03 -62.36 81.58 -7.28 -60.32 -49.41 36.41 2.4/2.2s

KB19 (21f) -15.7 -20.83 -2.18 -57.59 73.80 -7.30 -60.50 -53.79 32.95 2.1/2.0
KB56 (36c) -12.7 -19.63 -1.26 -74.88 102.96 -7.33 -70.37 -50.88 31.25
KB60 (26d) -14.9 -24.69 4.98 -75.40 91.24 -7.45 -74.57 -61.20 36.50 1.9/2.8t

KK98 (37b) -9.3 -14.38 3.10 -63.73 88.10 -7.49 -70.78 -50.80 36.42

a RMSD: root-mean-square deviation of most stable computed conformation of the bound complex for ligand alone/all mobile atoms
(Angstroms). Experimental free energies sourced as follows: b Ref 96. c Ref 97. d Ref 98. e Ref 99. f Ref 100. g Ref 101. h Refs 77, 77, 102,
and 103. i BindingDB Entry 285. j Ref 73. Crystal structures as follows: k 1HPV.104 l 1MUI.105 m 1HXW.106 n 1HPX.107 o 1KZK.108 p 2FDE.78

q 1HVR.77 r 2I0D.73 s 2I0A.73 t 3GI4.109
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free energies of the individual energy wells partitions
approximately as follows: 20% harmonic free energy
approximation, 20% mode scanning, and 60% PB/SA
solvation correction.

4. Discussion

These first applications of the mining minima approach to
protein-ligand binding yield encouraging correlations be-

Figure 10. Lowest-energy conformers from each of the four most stable conformational clusters found for the complex of
amprenavir with HIV-1 protease. Color indicates computed stability in the order red > pink > white > blue, from highest to lowest
stability. Ligands and flap water shown as tubes, protein as lines.

Figure 11. Lowest-energy conformers from each of the four most stable conformational clusters found for the complex of XK263
with HIV-1 protease. See caption of prior figure for details.
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tween calculated and measured binding free energies for
inhibitors of two enzymes, HIV-1 protease and PDE 10a.
There are several features of the present approach that may
help it achieve these correlations. First, it is based upon a
physics-based energy model comprising both an empirical
force field and an implicit solvent model. Second, it accounts
for the conformational flexibility of not only the ligand but
also the side-chain and backbone atoms in the protein binding
site. Third, the free energy of the ligand is computed and
subtracted from the free energy of the complex, so that the
computed binding free energies can account for the degree
of ligand preorganization. Finally, the method accounts for
changes in configurational entropy, not just energy.

The significance of the entropic contribution was tested
by artificially omitting it. In the present calculations, neglect-
ing the computed change in configurational entropy tends
to weaken the correlation with experimental results, although
this is not seen uniformly. In particular, omitting entropy
for the group 1b HIVP inhibitors if anything slightly
strengthens the correlation with experimental results. It is

interesting to speculate that this might be related to the
greater rigidity and structural uniformity of these compounds.
It is also of scientific interest that the calculations yield
correlations between the change in configurational entropy
on binding and the change in energy, very much like those
seen in prior mining minima calculations for host-guest
systems, and highly analogous to the entropy-enthalpy
compensation seen in many experimental studies.82,83 This
observation is consistent with the tendency of purely
energetic physics-based models to overestimate the scale of
protein-ligand binding affinities59 since such models omit
a systematically varying free energy penalty.

The limitations of this study also deserve comment. One
is that we have simplified the challenge of achieving
correlation with experimental results by focusing primarily
on congeneric compound series and taking advantage of
existing knowledge about each series, such as by including
the flap water in two series of HIVP inhibitors. Also, the
rather mixed structural RMSDs found for the group 1a HIVP
inhibitors are a concern. On the other hand, highly accurate
conformations may not be necessary in order to generate at
least an approximate ranking of binding energies over the
∼15 kcal/mol range spanned by this set. (The experimental
affinity ranges are markedly smaller for group 2 and
especially for the PDE 10a system.) It is also worth noting

Figure 13. Most stable computed bound conformations of all 10 group 2 HIV-1 protease inhibitors, along with the flap water.
Cyan: carbon. White: hydrogen. Red: oxygen. Blue: nitrogen. Green: fluorine. Yellow: sulfur.

Figure 14. Experimental vs calculated binding free energies
(kcal/mol) for 20 PDE 10a inhibitors.

Figure 12. Measured vs computed binding free energies
(kcal/mol) for group 2 HIV-1 protease inhibitors. Blue squares:
initial calculations for all inhibitors. Red diamond: KB19 after
recalculating the free energy of its complex based on the most
stable conformation of AD32. (See text.)
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that we have not simply redocked each ligand into a protein
structure solved with that ligand but have instead used a
single protein structure for all calculations within the ligand
series. This approach provides a more challenging and real-
world test of the methodology. Finally, this is a retrospective
validation study, and a full evaluation of the method will
require testing of prospective predictions. The results pre-
sented here suggest that it will be worth making such an
effort.

The present calculations are time-consuming, yet, as with
many other free energy methods, there are still concerns
regarding convergence. The convergence problem is high-
lighted by the example of the HIVP inhibitor KB19, which
appeared to be a gross outlier until we manually adjusted its
conformation and restarted the conformational search, upon
which its energy fell, and it came into line with the other
group 2 inhibitors. It is essential to improve this aspect of
the method so that one can be more confident of obtaining
converged results. It is worth noting at the outset that the
specific problem with KB19 could likely have been prevented

by adjustments to the run parameters of the existing
conformational search algorithm, and, indeed, we are still
defining “best practices” for the use of this software. At the
same time, it will clearly be advantageous to speed up the
calculations in order to accommodate more extensive con-
formational searches. One approach is to eliminate any
unneeded, time-consuming steps and thus leave more time
for the conformational search. Two possibilities were con-
sidered here: mode scanning and the PB/SA solvation
correction. Omitting mode scanning, which provides a
correction to the anharmonicity of the energy surface near
the base of each energy well, made very little difference in
the results, so it would seem reasonably safe to omit this
part of the procedure. On the other hand, this step uses only
about 2% of the total CPU time, and further testing might
uncover cases where it is important. Omitting the PB/SA
correction, on the other hand, seriously damaged the cor-
relations of calculation with experimental results. Thus,
although this step is computationally costly, it is indispen-
sable. An alternative approach is to parallelize the calcula-

Table 3. Detailed Energy Breakdowns for PDE 10a Inhibitors (see Table 2 for details)

Boltzmann-averaged energy changes

inhibitor ∆G°(expt)a ∆G°(calc) valence Coulomb PB NP VDW ∆E -T∆S° RMSD (Å)

1 -10.43 -6.03 4.52 -47.90 59.50 -5.03 -46.13 -35.04 29.01 3.0/1.6b

11 -9.97 -5.74 -5.42 -31.69 41.45 -5.11 -33.23 -34.00 28.26
12 -9.29 -3.17 0.50 -18.76 30.28 -4.78 -36.91 -29.68 26.50
13 -9.42 -4.96 -2.73 -39.91 51.37 -5.31 -36.60 -33.17 28.21
14 -9.64 -3.78 -2.71 -38.51 51.92 -4.84 -39.00 -33.15 29.36
15 -9.84 -4.97 -2.92 -35.10 46.50 -4.71 -36.43 -32.66 27.69
16 -9.85 -4.56 -2.34 -39.82 54.45 -5.02 -38.81 -31.54 26.98
17 -10.10 -4.64 -6.17 -39.27 53.23 -4.60 -33.12 -29.93 25.29
18 -9.48 -2.91 -6.70 -34.35 49.75 -4.54 -32.35 -28.19 25.28
19 -9.46 -2.36 -2.70 -40.66 51.79 -4.35 -31.30 -27.22 24.86
20 -9.54 -3.44 -4.32 -32.57 38.56 -4.34 -25.40 -28.08 24.63
21 -10.87 -7.15 -3.68 -30.23 38.97 -4.92 -33.07 -32.94 25.79 1.2/1.2c

22 -9.16 -3.38 -1.87 -28.31 35.93 -4.73 -32.33 -31.31 27.94
23 -10.63 -5.68 -1.87 -42.53 53.22 -5.09 -38.74 -35.02 29.34
24 -10.66 -5.10 -3.80 -39.06 50.73 -5.05 -38.12 -35.30 30.20
25 -10.87 -6.77 -0.11 -36.38 42.57 -5.09 -34.23 -33.24 26.48
26 -10.63 -7.32 -1.65 -33.18 40.46 -5.11 -34.49 -33.97 26.65
27 -10.87 -5.23 -2.52 -39.64 51.38 -4.83 -35.81 -31.43 26.20
28 -10.60 -5.03 -6.43 -33.56 49.85 -4.91 -35.60 -30.65 25.62
29 -11.53 -7.27 -5.62 -39.45 54.14 -4.91 -37.82 -33.67 26.40 0.6/1.2d

a Ref 74. b 2O8H.74 c 2OVV.74 d 1OVY.74

Figure 15. Most stable bound conformations computed for the complexes of the PDE 10a inhibitors, showing the ligand
surrounded by mobile residues in cross-eyed stereo.
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tions so that more extensive conformational searches can be
carried out at low cost. Our preliminary efforts at fine-grained
OpenMP parallelization and at porting key loops to graphical
processor units (GPUs) indicate that substantial speedups can
be achieved by these means. It will also be of interest to
determine whether the search algorithm itself can be
enhanced, such as by seeding it with candidate low-energy
conformations generated with a simpler, faster algorithm.

It is of interest to compare the present mining minima
method with the MMPBSA approach, because both are end-
point methods that use a force-field and an implicit solvent
model to estimate binding free energies. One of the key
differences is that mining minima simplifies the calculations
by treating only the protein binding site as flexible. Treating

the entire protein as flexible, as is frequently done in
MMBPSA calculations, in principle offers the possibility of
accounting fully for protein-wide energy changes on binding.
However, in practice, the large fluctuations of the energy of
the entire protein makes it very difficult to converge the
energy difference on binding. As a consequence, this
contribution to the binding free energy is often completely
discarded by using the single-trajectory MMPBSA appro-
ach.48,84 Focusing on the binding site allows mining minima
to provide a detailed accounting of changes in the binding
site energy, which is expected to be the most important part.
Treating the protein as having a flexible binding site backed
up by a shell of rigid atoms has the further benefit of allowing
us to use conformational search algorithms that are much
more aggressive than molecular dynamics, which is typically
used in MMPBSA, without disrupting the overall protein
structure. A second key difference is that MMPBSA calcula-
tions typically either neglect configurational entropy or else
approximate it as an average vibrational entropy over

Figure 16. Measured binding free energy versus computed
changes in potential plus solvation energy (omitting con-
figurational entropy) for groups 1a (red triangles) and 1b
(blue squares) HIV-1 protease inhibitors (kcal/mol).

Figure 17. Measured binding free energy versus computed
changes in potential plus solvation energy (omitting configu-
rational entropy) for group 2 HIV-1 protease inhibitors (kcal/
mol).

Figure 18. Measured binding free energy versus computed
changes in potential plus solvation energy (omitting configu-
rational entropy) for PDE 10a inhibitors (kcal/mol).

Table 4. Linear Regressions and Mean Errors of
Computed Mean Binding Energies (Boltzmann-Averaged,
∆〈E〉 and Global Minimum, ∆Emin) versus Measured
Binding Free Energies, Showing Correlation Coefficient
(R), Slope, and Y Intercept (kcal/mol) of Linear Regression
Fits, and Mean Deviation (kcal/mol) of Calculation Relative
to Experimenta

R slope Y intercept mean error

∆〈E〉
HIVP group 1a 0.63 0.40 6.5 -37.0
HIVP group 1b 0.86 0.44 15.4 -47.0
HIVP group 2b 0.89 0.47 13.5 -42.9
PDE 10a 0.56 0.15 -5.2 -21.9

∆Emin

HIVP group 1a 0.67 0.42 7.3 -35.4
HIVP group 1b 0.89 0.48 16.3 -44.8
HIVP group 2b 0.88 0.50 14.3 -40.7
PDE 10a 0.61 0.19 -4.3 -21.1

a In all cases, the experimental binding free energy is
considered to be on the ordinate (y axis). b Group 2 regressions
omit the outlier, KB-19.
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essentially randomly selected, energy-minimized molecular
dynamics snapshots. We are not aware of any systematic
effort to characterize or validate the MMPBSA approach.
The mining minima approach, in contrast, is clearly tied to
theory and has been numerically tested for small systems
where reliable entropies can be obtained by brute-force
methods.86

Potential avenues for improving the accuracy of the
method center on the representation of the protein and
the choice of energy and solvent models. One issue is that
the present calculations were simplified by omitting parts
of the protein remote from the binding site. This approxima-
tion could become problematic for ionized ligands, and
especially when comparing ionized ligands with neutral ones,
because then long-ranged electrostatic interactions will
become more important. It should be possible to address this
omission efficiently and straightforwardly by using precom-
puted grids of potentials to account for the influence of
remote parts of the protein on the mobile atoms of the ligand
and protein in the binding site.85 The force-field used here
is a Dreiding-based model, with Vcharge partial charges for

the inhibitors and CHARMM for the proteins. It is reasonable
to ask whether more advanced energy models, such as ones
that account for electronic polarizability,87-91 could increase
reliability. More sophisticated energy models, potentially
including quantum mechanical approaches,92 are likely to
be important when metal atoms are closely involved in
binding. It may be practical to include these as energy
corrections as now done for the PB corrections, rather than
having to pay the high computational cost of including them
during the conformational search. Future calculations should
also be able to take advantage of ongoing efforts aimed at
assigning reliable parameters to a variety of drug-like
ligands.93-95 Perhaps more critical is the treatment of the
solvent. Here, we have effectively used a hybrid implicit-
explicit model, since we have used knowledge of representa-

Figure 19. Computed configurational entropy contributions,
-T∆S° vs energy contributions, ∆E, for the present pro-
tein-ligand calculations, along with prior host-guest results.
Host-guest: blue squares. Group 1a HIVP inhibitors: red
diamonds. Group 1b HIVP inhibitors: point-down yellow
triangles. Group 2 HIVP inhibitors: point-up green triangles.
PDE 10a: slanted, pale blue triangles. Recalculated KB19
(group 2) HIVP inhibitor: right-pointing brown triangle (kcal/
mol).

Table 5. Linear Regressions of Experiment versus
Computed Binding Free Energies with Neglect of Either the
Mode Scanning Correction for Anharmonicity (Harmonic) or
the PB/SA Solvation Correction (GB)

R slope Y intercept

harmonic
HIVP group 1a 0.81 0.89 2.5
HIVP group 1b 0.84 0.65 7.5
HIVP group 2* 0.97 0.56 -1.5
PDE 10a 0.83 0.37 -8.5

GB solvation
HIVP group 1a 0.06 0.01 -12.5
HIVP group 1b 0.41 -0.08 -18.8
HIVP group 2* 0.52 0.12 -5.7
PDE 10a 0.21 0.029 -10.1

Figure 20. Convergence of computed free energies of
protein-ligand complexes for group 1a and 1b HIV protease
inhibitors, as a function of the number of search cycles (see
Methods).

Figure 21. Same as prior figure, for group 2 HIV protease
inhibitors. (The high energies of KB56 result from its cyclo-
propane ring, whose strain energy, evident here, cancels
when the free energy of unbound KB56 is subtracted accord-
ing to eq 1).
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tive crystal structures to include key bridging waters
explicitly. It would clearly be preferable to have an automatic
means of accounting for the consequences of water’s granular
nature in the protein-ligand interface. One approach might
be to routinely include one or a few explicit waters as
additional “ligands” in the calculations. The present software
implementation already allows this, and the added compu-
tational cost might remain manageable through paralleliza-
tion, as discussed above. It should be noted, though, that
such a procedure raises the theoretical issue of how to put
the affinities of ligands computed with different numbers of
explicit waters onto the same free energy scale. For example,
part of the shift between the computed affinities of the present
group 1a and group 1b HIVP inhibitors presumably results
from the fact that group 1a includes one explicit water, while
group 1b does not. We are currently working on this issue.

In summary, the mining minima approach has provided
encouraging correlations between calculation with experi-
mentation, and a number of avenues for further testing and
improvement of the method have been identified. The
approach appears to hold significant promise as a predictive
method intermediate in complexity between fast, approximate
docking and scoring methods and more time-consuming,
rigorous free energy integration methods. It may thus be
useful as a secondary computational filter for candidate
ligands identified as promising by simpler, high-throughput
docking methods, and as a tool to support the chemical
optimization of lead compounds.
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Department of Theoretical Chemistry, Lund UniVersity, Chemical Centre, P.O. Box
124, SE-221 00 Lund, Sweden; Department of Physics and Chemistry, UniVersity of
Southern Denmark, CampusVej 55, 5230 Odense M, Denmark; and Department of

Chemistry and Applied BiosciencessComputational Science, ETH Zürich, Via
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Abstract: Recent investigations have indicated that different solvation methods give qualitatively
different results for the nonpolar solvation contribution to ligand-binding affinities. Therefore,
we have calculated the nonpolar solvation contribution to the free energy of benzene binding to
the T4 lysozyme Leu99Ala mutant using thermodynamic integration (TI) and three approximate
methods. The total binding free energy was calculated with TI and then decomposed into
contributions from the solvent and the solute. The nonpolar contribution from the solute was
compared to approximate methods within the framework of the molecular-mechanics and
generalized Born with surface area method (MM/GBSA). First, the nonpolar solvation energy
was calculated with a linear relation to the solvent-accessible surface area (SASA). Second, a
recent approach that divides the nonpolar solvation energy into cavity and dispersion parts was
used, and third, the nonpolar solvation energy was calculated with the polarized continuum
model (PCM). Surprisingly, the simple SASA estimate reproduces the TI results best. However,
the reason for this is that all continuum methods assume that the benzene cavity is filled with
water for the free protein, contrary to both experimental and simulation results. We present a
method to avoid this assumption and then, PCM provides results that are closest to the results
obtained with TI.

Introduction
Solvation plays a crucial role when a small ligand binds to
a protein. Therefore, accurate methods to estimate the
solvation free energy, ∆Gsolv, of protein-ligand complexes
are of great importance in drug design.1,2 The free energy
of solvation can in principle be calculated by thermodynamic
integration (TI) or free energy perturbation (FEP), but these
methods are computationally very expensive and can hardly

be used to calculate the solvation energy of a full protein.
Therefore, a large number of less computationally demanding
and more approximate methods have been developed, based
on a dielectric continuum treatment of the solvent, and they
have been successfully used in many applications.3-6

Continuum solvation methods normally split ∆Gsolv into
a polar and a nonpolar contribution.7,8 The polar solvation
free energy, ∆Gpolsolv, can be accurately estimated by various
methods, e.g., the polarized continuum model (PCM), the
generalized Born methods, or by solving the Poisson-
Boltzmann equation.3 The accuracy of such calculations in
the context of protein-ligand complexes has been exten-
sively studied elsewhere.9,10 In this work, we are mainly
interested in the nonpolar contribution to the solvation free
energy, ∆Gnonpolsolv.
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A commonly used method to estimate ∆Gnonpolsolv is to
relate it to the solvent-accessible surface area (SASA)
through a linear relation:

where γSASA and bSASA are taken from a linear regression of
the solvation free energy of a set of small apolar molecules
in water.11,12 This is the method used in the MM/GBSA
(molecular mechanics with generalized Born and surface-
area) approach to calculate ligand-binding free energies.
Equation 1 will be referred to as the SASA approach in the
following.

More rigorous approaches can be derived by considering
the binding process in more detail. At the next level of
approximation, the solvent contribution to the nonpolar
binding free energy has been divided into two parts.13,14 First,
a cavity in the solvent is created that can accommodate the
solute. Then, the apolar solute is introduced into the cavity.
The energy of the first step is usually estimated by multiply-
ing some kind of molecular surface (MS) with the surface
tension of water, γwat,

Even though this resembles the SASA approach in eq 1, the
two γ values are intrinsically different: γSASA in eq 1 is
obtained from a linear fit, whereas γwat in eq 2 is a
measurable physical constant of water. The energy of the
second step can be estimated from the mean-field interaction
energy between the solute and the solvent. In most force
fields, it is modeled by a Lennard-Jones potential, i.e., by
an attractive dispersion term and a repulsive exchange-
repulsion term,

In a recent approach of Tan et al.,15 ∆Erep was merged
into the cavity term, so that the nonpolar solvation free
energy was estimated by the following:

Several molecular surfaces and volume estimates (in the latter
case, γCD is a pressure term) were examined in ref 15, but it
was found that solvation free energies of small drug-like
molecules were indifferent to the choice of the surface or
volume (probably because these two measures are strongly
correlated for small molecules). The dispersion term was
estimated by a volume integral. Methods based on eq 4 are
referred to as the cavity-dispersion (CD) method.

Another, still more complicated, approach is used in the
polarized continuum model (PCM).16 In this approach, a
separate term for the exchange repulsion is also included,
giving three terms for the nonpolar solvation free energy:

The cavity term is calculated from expressions of the radius
of each atom to the power of 0 to 3,17 i.e., including both

area and volume terms. The two other terms are based on
volume integrals.18

Recently, we have used PCM in an MM/GBSA framework
to estimate ligand-binding affinities, i.e., we replaced the
generalized Born and the SASA estimate with PCM calcula-
tions.19 In those calculations, we observed a qualitative
difference between the SASA and PCM estimates of the
nonpolar solvation free energy. For the binding of a series
of seven biotin analogous to avidin, SASA predicted a small
and negative nonpolar contribution to the binding affinity,
whereas the nonpolar part of PCM was three times larger
and positive. Interestingly, the 3D-RISM method gives a
nonpolar estimate of the solvation free energy similar to that
of PCM for the same test case.10 Of course, it is a major
problem if different continuum solvation approaches give
qualitatively different estimates of the same contribution. In
this work, we use strict TI calculations of the absolute
binding affinity to establish which of the SASA and PCM
estimates is more reliable.

As a test case, we use the binding of benzene to an
engineered apolar cavity in T4 lysozyme. This system has
previously been used in theoretical studies because the system
is experimentally well characterized20 and the benzene
molecule is small so it is possible to compute accurate
absolute binding free energies.21,22

Methods

TI Calculations. The binding of a ligand to its receptor
can be described with the thermodynamic cycle in Figure 1.
This double-decoupling method has been employed extensi-
vely.21-25 P is the protein and L is the ligand. L′ denotes an
apolar ligand, i.e., a ligand with all the atomic charges set
to zero, and L′′ denotes an apolar ligand where also the van
der Waals interactions with the surroundings have been
turned off. Restraints are applied to the ligand relative to
the receptor so that a standard state can be defined. This
also improves the convergence of the simulations.23,25 The
restraints are denoted by “restr” in Figure 1. According to
the thermodynamic cycle in the figure, the binding free
energy can be written as follows:

where the terms denote the free energy of removing the
charges of the unbound ligand in bulk water, the free energy
of turning off the van der Waals interaction of the unbound
ligand, the free energy of removing the charges of the bound
ligand, the free energy of turning off the van der Waals
interaction of the ligand with the surrounding protein and
water, and the free energy difference of applying and
removing the restraints, ∆∆Grestr ) -(∆Grestr+ + ∆Grestr-).
We define the nonpolar contribution to the free energy as
∆Gnonpol ) ∆G vdW

free - ∆G vdW
bound and similar for the polar

contribution, ∆Gpol ) ∆G ele
free - ∆G ele

bound.
The free energies associated with removing the charges

or the van der Waals interactions were calculated with TI.26

By TI, the free energy between two states is calculated as
follows:

∆Gnonpolsolv
SASA ) γSASASASA + bSASA (1)

∆Gcavity ) γwatMS (2)

∆Ginsertion ) ∆Edisp + ∆Erep (3)

∆Gnonpolsolv
CD ) γCDMS + bCD + ∆Edisp ) ∆GCR + ∆Edisp

(4)

∆Gnonpolsolv
PCM ) ∆Gcavity + ∆Edisp + ∆Erep (5)

∆Gbind ) ∆Gele
free + ∆GvdW

free - (∆Gele
bound + ∆GvdW

bound) +
∆∆Grestr (6)
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where the brackets indicate an ensemble average and V is
defined as follows:

where V0 and V1 are the potential energy of initial and final
states, respectively. λ is a coupling parameter, describing the
amount of the initial and final states in V. The integral in eq
7 was estimated by simulating the system at 11 distinct values
of λ (0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90,
0.95), followed by a trapezoid integration. The λ values at 0
and 1 where estimated with linear extrapolation from the
two nearest points. Additional λ points were added where
the formula δV/δλ curve was less smooth or where there
was a sharp change in the curvature, but no significant
changes were obtained. The overlap between the δV/δλ
distribution at the different integration points was also
checked. To avoid end-point problems in the van der Waals
calculations, soft-core potentials, as implemented in the
Amber simulation package, were used.27

The value of ∆∆Grestr can in principle be calculated by TI
as well, but we used an approximation applicable in the limit

of strong restraints.21,24 The restraints are constructed with
respect to three points in the protein (P1, P2, P3) and three
points in the ligand (L1, L2, L3). Following previous work
on lysozyme,21 P1 should be an atom lying close to the center
of mass of the protein and was chosen to be the CB atom of
Phe104, P2 is the N atom in Met1, and P3 is the C atom of
Tyr161. For the benzene, three not connected carbon atoms
were selected, C1, C3, and C5. One distance, two angles,
and three dihedral angles were then defined based on these
points, viz. the distance from P1 to L1 (r) the angles P2-P1-
L1 and P1-L1-L2 (Θ and R), and the dihedral angles P3-P2-
P1-L1, P2-P1-L1-L2 and P1-L1-L2-L3 (φ, �, and �). These
geometric parameters were harmonically restrained to their
values in the crystal structure with the force constants of
41.84 kJ/mol/Å2 for the bond and 836.8 kJ/mol/rad2 for the
angles and the dihedral angles.21 In the limit of strong
restraints, the free energy of applying the restraints can be
estimated as follows:24

Figure 1. The thermodynamic cycle used to describe the binding of a ligand to its receptor.

∆G ) ∫0

1 〈δV
δλ 〉λ

dλ (7)

V(λ) ) (1 - λ)V0 + λV1 (8)

exp(-∆∆Grest

kT ) ) C°(2π)(3/2)r0
2σrσΘσφsin θ0 +

σRσ�σ�sin R0

√8π
(9)
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where k is Boltzmann’s constant, T the absolute temperature,
C° is the standard concentration (1/1661 Å-3), r0, θ0, and
R0 are the initial values of r, θ, and R, i.e., the values in the
crystal structure, and the six σ values correspond to the
standard deviations of the corresponding geometric parameter
in an unrestrained simulation. These standard deviations were
estimated from the same simulations that were used to
compute the MM/GBSA estimates. A symmetry number of
12 for benzene was used for the rotational restraints.21

MM/GBSA Calculations. The binding free energy,
∆Gbind, of the benzene to T4 lysozyme was also estimated
with the MM/GBSA method28,29 according to the following:

where PL is the protein-ligand complex, P is the protein,
and L is the ligand. The brackets indicate ensemble averages
over a MD simulation. Each free energy is estimated by the
following:

where Eint, Eele, and EvdW are the internal, electrostatic, and
van der Waals interactions, calculated with infinite cutoff.
Gpolsolv is the polar solvation energy, estimated by the
generalized Born method of Onufriev et al., model I
(GBOBCI),30 i.e., with R ) 0.8, � ) 0, and γ ) 2.91. Gnonpolsolv

is the nonpolar solvation energy, estimated from the SASA,
using eq 1 with γSASA ) 0.0227 kJ/mol/Å2 and bSASA ) 3.85
kJ/mol.29,31 In addition, we also estimated Gnonpolsolv by the
CD method,15 using the σ decomposition and radii optimized
by Tan et al.32 For the cavity term, the solvent-accessible
volume was used as the MS,33 γCD ) 0.0378 kJ/mol/Å2, bCD

) -0.5692 kJ/mol, and the probe radius was 1.3 Å. For the
dispersion term, a probe radius of 0.557 Å was used and the
water density was set to 1.129 kg/L.15,33 SMM is the entropy,
estimated from harmonic frequencies, calculated at the MM
level29 on a truncated and buffered system, as described
previously, to improve the statistical precision of the esti-
mate.34 All the terms in eq 11 were averages over the last
snapshot from 20 independent MD simulations. In general,
more snapshots are required to obtain a high precision in
∆Gbind,35 but the ∆Gnonpolsolv term is usually very stable and
20 snapshots is enough to obtain converged results for this
term. As is customary in MM/GBSA, the same geometry
was used for all three reactants (i.e., only the complex was
simulated).29 Then, the Eint term cancels in eq 11. All MM/
GBSA calculations were performed with the Amber 10
software.36

PCM Calculations. We also calculated ∆Gnonpolsolv with
PCM on the same snapshots that were used to estimate MM/
GBSA energies. We used the integral-equation formulation
of PCM, IEFPCM,37 which exhibits a better numerical
stability than other formulations of PCM and is the default
PCM method in the Gaussian software.38 Owing to the large
size of the molecular systems, the PCM induced charges were
obtained using a direct inversion of the iterative subspace
procedure,39 as implemented in the GAMESS software.40

Thus, no explicit matrix inversion is needed. We employed

the UAKS radii as implemented in Gaussian38 and a scaling
factor for the polar part of 1.15.19

Explicit Calculations of Ligand-Solvent van der
Waals Interaction. The van der Waals interaction energy
between the benzene molecule and the surrounding water
molecules was estimated using 20 independent simulations
of benzene free in bulk water or bound to T4 lysozyme. The
interaction energy was calculated every 5 ps using infinite
cutoff, but with no correction for long-range interactions.
The total van der Waals interaction energy was decomposed
into repulsive and attractive contributions using three schemes
as described in.15 These were 12-6, which just separates
the r-12 and r-6 terms in the Lennard-Jones potential, the
Weeks-Chandler-Anderson (WCA) approach,41 which
separates the potential at the point where the force changes
sign, and the σ approach,15 which separates the potential at
the point where the energy changes sign.

System Preparation. The calculations were based on the
crystal structure 181L of the Leu99Ala mutant of T4
lysozyme in complex with benzene42 and the protein was
prepared as described previously.43 All Asp and Glu residues
were assumed to be negatively charged and all Lys and Arg
residues were positively charged. The single histidine residue
was assumed to be protonated on the ND1 atom, based on
the local surroundings and the hydrogen-bond network. The
protein was described by the Amber99SB force field44 and
the benzene molecule with the generalized Amber force
field45 with charges derived from a RESP calculation,43 using
electrostatic potentials calculated at the HF/6-31G* level in
points sampled according to the Merz-Kollman scheme.46

The protein-ligand system was immersed in a truncated
octahedral box of TIP4P-Ewald waters,47 extending at least
8 Å from the protein (7774 water molecules and 33711 atoms
in total for the simulations of the complex).

MD Simulations. All MD simulations were run by the
sander module of Amber 10.36 The SHAKE algorithm48 was
used to constrain bonds involving hydrogen atoms so that a
time step of 2 fs could be used. The temperature was kept
constant at 300 K using a Langevin thermostat49 with a
collision frequency of 2.0 ps-1. The pressure was kept
constant at 1 atm using a weak-coupling isotropic algorithm50

with a relaxation time of 1 ps. Particle-mesh Ewald sum-
mation,51 with a fourth-order B spline interpolation and a
tolerance of 10-5 was used to handle long-range electrostat-
ics. The nonbonded cutoff was 8 Å and the nonbonded pair
list was updated every 50 fs.

Unconstrained protein-ligand simulations, used in the
MM/GBSA analysis, were generated in the following way:
A single system was first energy minimized for 100 cycles
of steepest descent, with all atoms, except water molecules
and hydrogen atoms, restrained to their start position with a
force constant of 418 kJ/mol/Å2. This was followed by a 20
ps NPT simulation with the same restraints, and a 100 ps
unconstrained NPT equilibration. From this equilibrated
structure, 20 independent simulations were initiated by
assigning random starting velocities. These simulations were
further equilibrated for 50 ps in the NPT ensemble and then,
a 200 ps production run were performed, also in the NPT

∆Gbind ) 〈GPL〉 - 〈GP〉 - 〈GL〉 (10)

G ) Eint + Eele + EvdW + Gpolsolv + Gnonpolsolv - TSMM

(11)

Solvation Free Energies of Protein-Ligand Complexes J. Chem. Theory Comput., Vol. 6, No. 11, 2010 3561



ensemble. The same protocol was also used to simulate an
apolar benzene molecule, both in the bulk and bound to T4
lysozyme.

The TI simulations were performed as follows: 10
independent simulations were initiated from the crystal
structure by assigning random starting velocities. These were
then simulated for 20 ps in a NPT ensemble with restraints
to all atoms, except the hydrogen atoms and water molecules,
as described above. This was followed by a 100-ps equilibra-
tion run and a 200-ps production run, both in the NPT
ensemble. Snapshots were saved every 5 ps for analysis of
δV/δλ. Restraints were applied in the bound simulations, as
described above. The reported TI results are averages over
the 10 simulations. A similar protocol has been used before.21

For several perturbations, we tested to use 1 ns production
simulations, but this did not change the results significantly.

Results

Nonpolar Solvation Energies. As detailed above, we have
estimated the binding free energy of benzene to T4 lysozyme
using TI and three approximate methods. This binding free
energy has then been decomposed into various terms
according to the MM/GBSA formalism to allow for the
investigation of the nonpolar contribution to the solvation
free energy.

We employed the TI method with double decoupling as a
computational benchmark. This method estimated ∆Gbind to

be -24 ( 2 kJ/mol (see below), which is in good agreement
with the experimental value of -22 ( 1 kJ/mol.20 This shows
that the TI results are reliable and can be used as the
benchmark for more approximate methods. Several other
groups have studied the same system with free-energy
methods, yielding results of -15 to -38 kJ/mol,52 -36 to
-38 kJ/mol,53 -19.1 ( 0.8 kJ/mol,22 and -24.9 ( 0.8 kJ/
mol.21 Thus, our results are among the best available.

All nonbonded terms are pairwise additive, so δV/δλ can
be decomposed on a residue-wise basis, making it possible
to investigate the contributions from the solvent and the
solute to the calculated free energies. Admittedly, these
contributions may depend on how the decomposition is
performed and therefore are not fully unambiguous. All
contributions involving solvent molecules were assigned to
the solvent and all the rest to the solute. Strictly, the TI free
energies calculated for the bound state depend on the applied
restraints, but it is assumed that these restraints have a
negligible effect on the solvent molecules. In Table 1, the
calculated ∆Gnonpol, as well as its components, ∆Gnonpol )
∆G vdW

free - ∆G vdW
bound(cf. Figure 1), and the solvent and solute

contributions are shown. Overall, ∆Gnonpol ) -44 kJ/mol
and only -7 kJ/mol of these comes from the solvent
molecules. The solvent contribution is favorable for the free
ligand, whereas it is unfavorable in the complex (-5 and 2
kJ/mol; cf. Table 1). The δV/δλ curves for the bound and
free simulations are shown in Figure 2. It can be seen that
the δV/δλ curves are rather smooth, so the trapezoid
integration is reliable.

Next, we estimated the binding free energy of benzene to
T4 lysozyme within a MM/GBSA framework. As specified
in the Methods section, we used three continuum methods
to estimate the solvation energy. In the standard MM/GBSA
approach, ∆Gpolsolv is calculated by the generalized Born

Table 1. ∆Gnonpol as Calculated by TI in kJ/mol

total solvent solute

∆G vdW
bound 38.7 ( 1.6 2.2 ( 0.0 36.5 ( 1.6

∆G vdW
free -5.0 ( 0.7 -5.0 ( 0.7 0

∆Gnonpol
a -43.7 ( 1.7 -7.3 ( 0.7 -36.5 ( 1.6

a ∆Gnonpol ) ∆G vdW
free - ∆G vdW

bound.

Figure 2. The derivative of the potential with respect to the coupling parameter (δV/δλ) in kJ/mol. The curves show ∆G vdw
bound

and ∆G vdw
free. The state λ ) 0 contains a benzene molecule without charges, whereas in state λ ) 1, the Lennard-Jones parameters

of benzene have been turned off also.
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method and ∆Gnonpolsolv from the SASA, according to eq 1.
Second, ∆Gnonpolsolv was estimated by the CD method, which
divides ∆Gnonpolsolv into a cavity and dispersion term (eq 4).
Third, we replaced the entire solvation free energy estimate
with that obtained by PCM as implemented in the GAMESS
software.39 The three ∆Gnonpolsolv estimates are compared to
the result of the TI calculations in Table 2. To make the
analysis easier, we divided the free energy into contribu-
tions from the bound and free states. For TI, this is ∆GvdWsolv

free

and ∆G vdWsolv
bound (cf. Figure 1, divided into solvent and

solute contributions), and for the other methods it is
<Gnonpolsolv(P)> - <Gnonpolsolv(PL)> and s<Gnonpolsolv(L)>,
respectively.

From Table 2, it can be seen that SASA gives almost the
same result as TI for the nonpolar solvation energy in the
bound state, 1 kJ/mol compared to 2 kJ/mol. In contrast,
the CD method gives the wrong sign; it estimates a negative
free energy of -28 kJ/mol. PCM also gives the wrong sign;
it assigns a negative free energy of -45 kJ/mol to the
process.

To gain some further understanding of this discrepancy,
the PCM nonpolar solvation energy was divided into its three
contributions, viz. the cavitation, the dispersion, and exchange-
repulsion energies (Table 3). These are -38, -10, and 3
kJ/mol, respectively. Thus, the PCM nonpolar solvation
energy is dominated by the cavitation term. This gives us a
clue to the cause of the problem: PCM predicts an ap-
preciable difference in the size of the complex and the free
protein, i.e., it predicts that the benzene cavity in lysozyme
is filled with solvent in the free protein. This is also
confirmed by the other two PCM terms: Both the dispersion

and exchange repulsion are larger in the free protein than in
the complex (i.e., the dispersion term is more negative and
the exchange-repulsion term more positive; cf. Table 3).
Considering that the binding site in lysozyme is completely
hidden inside the protein (cf. Figure 3), this shows that PCM
considers the cavity to be filled with water in the free protein.

On the other hand, the MD simulations do not show any
water molecules in the cavity in the unbound state. Likewise,
Figure 4 shows that δV/δλ for ∆G vdWsolv

bound is flat, indicating
that the water molecules do not go through any large changes
as we remove the benzene molecule. This is also supported
by experiments, which show that the cavity in the protein is
empty at normal pressure54 and that there is no change in
the general shape of the protein when benzene binds.

However, this is not necessarily an erroneous behavior of
PCM. On the contrary, large protein cavities are typically
filled with water molecules, and also smaller cavities may
contain water.55 Therefore, it cannot be known beforehand
whether a cavity is filled with water molecules or not. It is
quite natural to let the continuum models assume that all
cavities are water-filled, although it would be better if this
could be affected as an input option.

In Table 3, we also provide estimates of the area and
volume of lysozyme (from the crystal structure). Unfortu-
nately, there are several definitions of the surface of a
molecule. The van der Waals surface (vdWS) is the union
of the van der Waals surfaces of all atoms in the molecule.
The solvent-excluded surface (SES) is the surface accessible
to a solvent probe, i.e., the vdWS, but excluding crevices
and cavities that are not large enough to room a solvent
molecule. Finally, the solvent-accessible surface (SAS) is

Table 2. ∆Gnonpolsolv Calculated with Various Methods (kJ/mol)

SASA SASA(P0)d CD CD(P0)d PCM PCM(P0)d TI

bounda 1.3 ( 0.6 0.0 ( 0.0 -27.8 ( 0.4 2.1 ( 0.1 -44.9 ( 1.0 1.1 ( 0.2 2.2 ( 0.0
freeb -9.4 ( 0.0 -9.4 ( 0.0 -8.5 ( 0.1 -8.5 ( 0.1 -4.5 ( 0.0 -4.5 ( 0.0 -5.0 ( 0.7
∆Gnonpolsolv

c -10.7 ( 0.6 -9.4 ( 0.0 19.2 ( 0.4 -10.7 ( 0.1 40.4 ( 1.0 -5.6 ( 0.2 -7.3 ( 0.7

a For TI this is ∆G vdWsolv
bound , for the other method it is the difference <Gnonpolsolv(P)> - <Gnonpolsolv(PL)>. b For TI this is ∆G vdWsolv

free , for the
other methods it is -<Gnonpolsolv(L)>. c ∆Gnonpolsolv ) ∆G vdWsolv

free - ∆G vdWsolv
bound . d Here, we assume that the ligand cavity in the free-protein

calculations is filled with a dummy benzene molecule with zeroed charges, dispersion, and exchange-repulsion parameters.

Table 3. Components of the PCM and SASA Non-Polar Energy, As Well As Area and Volume Estimates for Lysozyme with
(PL) and without (P) the Ligand (L)a

nonpolar energies
(kJ/mol) PL P L P-PL PL-P-L P0 P0-PL PL-P0-L

∆G cavity
PCM 9319 9282 53 -38 -16 9319 0 -53

∆G disp
PCM -3325 -3335 -60 -10 70 -3324 1 58

∆G rep
PCM 817 820 11 3 -13 817 0 -11

∆G nonpolsolv
PCM 6811 6766 4 -45 40 6812 1 -6

∆G CR
CD 5453 5452 55 -1 -54 5453 0 -55

∆E disp
CD -3281 -3307 -46 -26 73 -3278 2 44

∆G nonpolsolv
CD 2173 2145 9 -28 19 2175 2 -11

∆G nonpolsolv
SASA 209 210 9 1 -11 209 0 -9

area (Å2)
vdWS 16855 16765 91 -91 0 16855 0 -91
SES 7809 7975 90 166 -255 7809 0 -90
SAS 8590 8665 211 75 -286 8590 0 -211
volume (Å3)
vdWS 14056 13985 71 -71 0 14056 0 -71
SES 20627 20453 77 -174 97 20627 0 -77
SAS 31162 31134 276 -28 -248 31162 0 -276

a P0 is the free protein in the cavity of the complex. The areas were estimated by the molsurf program,36 whereas the volumes were
estimated by a local software with a grid spacing of 0.3 Å. In both cases, Bondi radii were used and a probe radius of 1.4 Å.
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the surface followed by the center of the solvent probe when
rolling on the vdWS. In practice, the SAS is equivalent to a
vdWS for which all atomic van der Waals radii have been
enhanced by the solvent-probe radius.

The various solvation terms employ different size mea-
sures: ∆G nonpolsolv

SASA is of course based on the SAS area, as are
the PCM dispersion and repulsion terms. However, the polar
PCM solvation energy is based on the SES area, whereas
the PCM cavity energy is based on the vdWS, but with both
area and volume terms.56 As an effect, the PCM cavity term
shows a different behavior than the other two PCM terms:
As mentioned above, the absolute value of the dispersion

and exchange-repulsion terms is larger for the free protein
than for the complex, in agreement with the SAS area (cf.
Table 3). On the other hand, the cavity term is larger in the
complex, in agreement with both the vdWS area term and
all volume terms. It is not clear whether the area or volume
terms dominate the cavity term, but it seems questionable
to use the vdWS in a protein, which will include crevices
and cavities that are too small to room a water molecules
(in fact, all atoms in lysozyme contributes to the vdWS,
whereas only 59% of the atoms contribute to the
SAS). As can be seen from Table 3, the vdWS gives the
opposite sign for the prediction of the difference between

Figure 3. Space-filling model of lysozyme, showing that the benzene molecule (light green) is almost completely buried in the
protein.

Figure 4. The derivative of the potential with respect to the coupling parameter in kJ/mol for the ∆G vdWsolv
bound process.
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the complex and the protein. PCM was calibrated for small
molecules, for which there is little difference between the
vdWS and SAS areas, but for large molecules, they are
widely different, as can be seen in Table 3.

Thus, we can conclude that the prime reason for the poor
result of the PCM solvation model is the fact that it predicts
that the lysozyme cavity is full with water in the free protein.
A simple way to avoid this problem is to recalculate the PCM
solvation energy for the free protein in the cavity of the
complex (in practice, this is obtained by using a dummy
benzene molecule with all charges, as well as all dispersion
and exchange-repulsion coefficients zeroed). Thereby, we
prevent the cavity from being filled with water molecules.
As a consequence, the cavitation energy will cancel between
the complex and the free protein, whereas the other terms
will change somewhat, as shown in Table 3 (the polar
solvation energy also changes by 3 kJ/mol). The net bound
∆Gnonpolsolv is shown in Table 2 (column PCM(P0)). It can
be seen that now PCM gives a result close to that of TI, 1
kJ/mol, compared to 2 kJ/mol. This supports our suggestion
that the main problem with PCM is that it assumes that the
cavity in lysozyme is filled with water.

Interestingly, the SASA and CD models also assume that
the cavity in lysozyme is filled with solvent. This can for
example be seen from the fact that the SASA in Table 3
changes between the free protein (P) and the complex (PL),
giving a positive sign of the bound SASA term in Table 2,
which shows that the SASA of the free protein is larger than
that of the complex. However, the SASA term is much
smaller than the corresponding PCM terms, so that it does
not cause any problems.

Therefore, we can cure the CD and SASA results in the
same way as for PCM. This changes Gnonpolsolv for CD from
-28 to 2 kJ/mol, i.e., to a close agreement with the TI result
(Table 2, column CD(P0)). Thus, this simple approach also
cures the poor results of the CD approach. However, the
polar GB solvation energy for the free protein changes by 8
kJ/mol. For SASA, the result hardly changes, because
∆Gnonpolsolv for the bound state was only 1 kJ/mol (Table 2,
column SASA(P0).

For the free ligand, TI predicts a decrease in ∆Gnonpolsolv

of -5 kJ/mol. This value is closely reproduced by PCM (-4
kJ/mol),whereas the SASA and CD results are slightly more
negative (-9 kJ/mol).

These results can be combined with the polar solvation
energy of the free ligand to give the solvation free energy
of benzene (neglecting a small gas-phase correction), which
experimentally is -4 kJ/mol.12 From Table 4, it can be seen

that PCM obtains a value close to experiments (-5 kJ/mol).
The GB/SASA and GB/CD estimates are 4-5 kJ/mol too
negative, whereas the TI estimate is 3 kJ/mol too positive.
Thus all three continuum methods give similar results for
the solvation free energy of the free ligand, which is
expected, because they were calibrated to give accurate
solvation energies for small ligand. Major differences are
observed only for large ligands and macromolecules, for
which experimental solvation energies are missing, and for
which the various area and volume definitions give differing
results.

An interesting consequence of the differing surface defini-
tions for the nonpolar terms is that PCM and SASA give
the opposite sign for ∆Gnonpol solv, which was also observed
for the binding of seven biotin analogues to avidin.19 In
general, both the vdWS area and volume terms nearly cancel
for the net PL-P-L term, as can be seen in Table 3.
Therefore, the net PCM cavity term also nearly cancels.
Among the remaining PCM terms, the dispersion term is
larger than the repulsion term in all cases we have studied,
and therefore the net PCM nonpolar solvation energy is
positive (the SAS area is larger for P than for PL, and this
difference is enhanced by the ligand, giving a negative result
for PL-P-L; then the dispersion is always negative, i.e.,
attractive). However, the SASA term is always positive
(repulsive) and consequently, the nonpolar PCM and SASA
energies always have the opposite sign for a buried cavity.
Alternatively, if the cavity is empty, then all PCM terms are
nearly identical for PL and P0, so the net nonpolar solvation
energy is close to the negative of that of the ligand, which
can have any sign, depending on the relative size of the
dispersion and the sum of the repulsion and cavity terms.

Dispersion and Repulsion Terms. The dispersive and
repulsive parts of PCM and the dispersion part in the CD
method can be further analyzed by relating them, in a mean-
field approximation, to the average van der Waals interaction
between the apolar benzene molecule and the surrounding
water molecules.15 Therefore, explicit simulations of an
apolar benzene molecule both bound to T4 lysozyme and
free in bulk water were performed. For such a comparison
of explicit simulations with the approximate methods, it is
necessary to decompose the Lennard-Jones potential into
attractive and repulsive parts.14 We have used three common
schemes for such a decomposition, as described in the
Methods section. The explicit simulations are compared to
PCM and CD in Table 5. The van der Waals interactions in
the bound simulations are small and all three decomposition
schemes give the same results (because all water molecules
are far away from the benzene molecules). The small value
is consistent with the TI results as discussed above. However,
the PCM and CD continuum models give much larger values
with the opposite sign. The reason is that they assume a
water-filled cavity, as discussed above. If we force the cavity
to be empty, both the PCM and CD results (PCM(P0) and
CD(P0) in Table 5) closely reproduce the results of the
explicit simulation.

The van der Waals interactions in the simulation of the
free ligand are larger and negative. In this case, different
decomposition methods give different contributions for

Table 4. ∆Gsolv of Benzene (in kJ/mol) Estimated by Four
Different Methodsa

Method ∆Gsolv

GB/SASA -8.3 ( 0.0
GB/CD -9.1 ( 0.2
PCM -4.6 ( 0.0
TI -0.1 ( 0.7
experiment12 -3.6

a For TI, this energy is -(∆G vdWsolv
free + ∆G elesolv

free ), whereas for
the other methods it is <Gnonpolsolv(L) + Gpolsolv(L)>. A small
gas-phase contribution has been neglected.
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dispersion and repulsion. The CD method should be com-
parable to the σ decomposition of the explicit simulations
and in this case, the two results agree within 3 kJ/mol. PCM
gives results that resemble the WCA decomposition, although
the original implementation used a 12-6 decomposition.57

Binding Free Energies. Finally, we have collected in
Table 6 all contributions to the binding free energy of
benzene to T4 lysozyme, divided into polar and nonpolar
contributions, as well as solvent and solute contributions.
The entropic term in MM/GBSA is added to the nonpolar
contribution of the solute and the contribution from releasing
the TI restraints (17 kJ/mol) is assigned to the same
contribution, because this is mainly an entropic term. We
have tested this approximation by calculating ∆G ele

bound

without applying any restraints: Comparing the simulation
with and without restraints, ∆G ele

free - ∆G ele
bound increases by

0.6 kJ/mol and the solute part by 0.2 kJ/mol.
It can be seen from Table 6 that all four contributions

have sizable errors, compared to the TI simulations. The
nonpolar solvent contribution has already been discussed.
The polar contribution of the solute is the same for all
continuum approaches (<∆Eele>), providing a 7 kJ/mol too
negative estimate. Likewise, the nonpolar contribution of
the solute is the same for all continuum methods (<∆EvdW>
- <T∆S>), -11 kJ/mol, which is 12 kJ/mol less negative
than the TI estimate. Thus, the errors in these two terms
partly cancel. However, the polar solvation free energy
depends on whether we use GB or PCM. Both methods
give too positive values, 26 kJ/mol for GB and 12 kJ/mol
for PCM, compared to 5 kJ/mol for TI. Consequently, the

conventional MM/GBSA approach estimates a binding
free energy that is ∼20 kJ/mol too unfavorable, as reported
previously.43 Replacing ∆Gnonpolsolv from SASA with the
CD estimate, results in a slightly better agreement with
the experimental ∆Gbind, but only if we assume that the
cavity in lysozyme is not filled with waters (MM/
GBCD(P0)). Otherwise, this method gives a positive
∆Gbind. Replacing GBSA with PCM results in a binding
free energy that is 60 kJ/mol too unfavorable. However,
this result is strongly improved if we assume that the
cavity in lysozyme is not filled with water molecules (MM/
PCM(P0) in Table 6), which gives an estimate that is 10
kJ/mol too positive. Likewise, the MM/GBSA result is
improved to -9 kJ/mol if the cavity is not filled with water
molecules, mainly owing to the GB solvation energy.
Altogether, PCM without a water-filled cavity gives the
best results, with a maximum error compared to the TI
components of 12 kJ/mol (for the nonpolar solute term)
and a mean absolute deviation of 6 kJ/mol for the four
terms, whereas the SASA(P0) and CD(P0) methods give
maximum component errors of 13 kJ/mol (polar solvent)
and mean absolute deviations of 8-9 kJ/mol. Of course,
it is likely that some of the differences between TI and
MM/GBSA comes from effects other than the solvation
model, e.g., that TI uses alchemical transformations,
whereas MM/GBSA only uses end-point simulations.

Conclusions

In this work, we explain why the SASA and PCM continuum
solvation methods give qualitatively different estimates of

Table 5. Average Benzene-Water van der Waals Interaction Energies (kJ/mol) in Explicit Simulations (Using Three
Different Decomposition Schemes) Compared to the PCM and CD Estimatesa

free bound

method attractive repulsive total attractive repulsive total

explicit (12-6) -81.8 ( 0.4 38.4 ( 0.4 -43.4 ( 0.2 1.3 ( 0.0 0.0 ( 0.0 1.3 ( 0.0
explicit (WCA) -52.1 ( 0.1 8.7 ( 0.2 -43.5 ( 0.2 1.3 ( 0.0 0.0 ( 0.0 1.3 ( 0.0
explicit (σ) -48.8 ( 0.1 5.3 ( 0.1 -43.5 ( 0.2 1.3 ( 0.0 0.0 ( 0.0 1.3 ( 0.0
PCM -59.5 ( 0.0 10.7 ( 0.0 -48.8 ( 0.0 -10.0 ( 0.5 2.8 ( 0.2 -7.3 ( 0.3
PCM(P0)b -59.5 ( 0.0 10.7 ( 0.0 -48.8 ( 0.0 1.1 ( 0.2 0.0 ( 0.0 1.1 ( 0.2
CD -46.3 ( 0.1 -46.3 ( 0.1 -26.5 ( 0.4 -26.5 ( 0.4
CD(P0)b -46.3 ( 0.1 -46.3 ( 0.1 2.1 ( 0.1 2.1 ( 0.1

a The results for the free state are taken from the simulations with the free ligand in water. The results for the bound state are the
negative interaction energy between the ligand and the solvent in the explicit simulations, and the difference between simulations of the free
protein and of the complex for the continuum methods. b Here, we assume that the ligand cavity in the free-protein calculations is filled with
a dummy benzene molecule with zeroed charges, dispersion, and exchange-repulsion parameters.

Table 6. Contributions to ∆Gbind (kJ/mol) for Benzene Binding to Lysozyme, Calculated with Four Variants of MM/GBSA and
with TIa

MM/GBSA MM/GBCD MM/PCM

Contribution P P0b P P0b P P0b TI Exp.

Polar, solute -6.6 ( 0.4 -6.6 ( 0.4 -6.6 ( 0.4 -6.6 ( 0.4 -6.6 ( 0.4 -6.6 ( 0.4 0.5 ( 0.3
Polar, solvent 26.3 ( 0.3 26.3 ( 0.3 26.3 ( 0.3 18.1 ( 0.3 11.8 ( 0.3 8.8 ( 0.3 5.3 ( 0.2
Nonpolar, solute -11.0 ( 3.2 -11.0 ( 3.2 -11.0 ( 3.2 -11.0 ( 3.2 -11.0 ( 3.2 -11.0 ( 3.2 -23.0 ( 1.7
Nonpolar, solvent -10.7 ( 0.1 -9.4 ( 0.0 19.2 ( 0.5 -10.7 ( 0.1 40.4 ( 1.0 -5.6 ( 0.2 -7.3 ( 0.7
Sum -1.9 ( 3.1 -8.9 ( 3.0 27.9 ( 3.0 -10.2 ( 3.0 34.6 ( 3.2 -14.4 ( 3.0 -24.5 ( 2.1 -21.7

a For the continuum solvation methods, the terms (polar solute, polar solvent, nonpolar solute, and nonpolar solvent) are <∆Eele>,
<∆Gpolsolv>, <∆EvdW> - <T∆S>, and <∆Gnonpolsolv>, respectively. For TI, the terms are ∆G elesolu

free - ∆G elesolu
bound, ∆G elesolv

free - ∆G elesolv
bound, ∆G vdWsolu

free

- ∆G vdWsolu
bound + ∆∆Grest, and ∆G vdWsolv

free - ∆G vdWsolv
bound , respectively. b Here, we assume that the ligand cavity in the free-protein calculations is

filled with a dummy benzene molecule with zeroed charges, dispersion, and exchange-repulsion parameters.
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the nonpolar solvation energy. Using the binding of benzene
to the Leu99Ala T4 lysozyme mutant as a test case and
absolute binding free energies estimated with TI and a
double-decoupling scheme with restraints as a benchmark,
we show that the simple SASA approach gives an ap-
preciably more accurate estimate of the nonpolar solvation
energy than the PCM approach. However, the reason for the
poor performance of PCM for this case is that it assumes
that the benzene cavity in the free protein is filled with water.
In general, this is a proper assumption of a continuum
solvation method, but in the present case, both calculations
and experiments indicate that the cavity is water-free when
the ligand is not bound.54 We suggest a simple way to correct
this problem, and then PCM gives the best results among
the continuum methods, providing better estimates of each
component than the other methods. Similar approaches with
inserted dummy atoms have been used before to avoid ligand
cavities to be filled with continuum water.5,58,59 However,
PCM uses the van der Waals surface for the calculation of
the cavitation energy, which is questionable for a protein,
because it leads to numerous small crevices and cavities
inside the protein, which are too small to house a solvent
molecule, and it also leads to opposite trends regarding the
change in surface area of the protein upon ligand binding.

We have also included in the investigation a recent two-
term expression consisting of a cavitation and a dispersion
energy (CD method). This method also assumes a water-
filled cavity for the free protein and the results are strongly
improved if this problem is cured.

Interestingly, the SASA method makes the same assump-
tion of a water-filled cavity, but the SASA terms are much
smaller, so it does not significantly affect the nonpolar
solvation energy (however, the polar solvation energy is
improved, giving a better net result). In fact, for this test
case, the SASA and CD methods give similar results, and
that with PCM is only slightly better. The reason for this is
most likely that the SASA terms are smaller and therefore
more stable. As can be seen from Table 3, the three terms
involved in the nonpolar solvation energies are large but of
opposite signs. Therefore, it is a formidable task to obtain a
sum that is stable and accurate. It is easier to obtain stable
results for the sum, which is much smaller in magnitude.
The integration over Lennard-Jones terms as used for the
dispersion term in both CD and PCM, and for the exchange-
repulsion term in PCM are probably as accurate as you can
come with a continuum approximation at the MM level. The
main problem is most likely the cavity term, which is not a
plain average from a simulation (it involves the entropy).

Of course, our results are valid strictly for the present
lysozyme test case only, with its small and buried ligand-
binding cavity that is void of water molecules in the apo
state. However, the problem with the empty cavity in the
free protein is general and emphasizes how important it is
to know the hydration state of the ligand cavity. Even if the
cavity contains water in the free state, it is most likely that
these water molecules are not bulk-like. This can be expected
to give major problems for continuum models, but also for

TI and FEP methods if the cavity is buried in the protein so
that the equilibration of waters between the cavity and bulk
is slow.
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(19) Söderhjelm, P.; Kongsted, J.; Ryde, U. J. Chem. Theory
Comput. 2010, 6, 1726–1737.

(20) Morton, A.; Baase, W. A.; Matthews, B. W. Biochem. 1995,
34, 8564–8575.

(21) Deng, Y.; Roux, B. J. Chem. Theory Comput. 2006, 2, 1255–
1273.

(22) Mobley, D. L.; Graves, A. P.; Chodera, J. D.; McReynolds,
A. C.; Shoichet, B. K.; Dill, K. A. J. Mol. Biol. 2007, 371,
1118–1134.

(23) Gilson, M. K.; Given, J. A.; Bush, B. L.; McCammon, J. A.
Biophys. J. 1997, 72, 1047–1069.

Solvation Free Energies of Protein-Ligand Complexes J. Chem. Theory Comput., Vol. 6, No. 11, 2010 3567



(24) Wang, J.; Deng, Y.; Roux, B. Biophys. J. 2006, 91, 2798–
2814.

(25) Boresch, S.; Tettinger, F.; Leitgeb, M.; Karplus, M. J. Phys.
Chem. B. 2003, 107, 9535–9551.

(26) Kirkwood, J. G. J. Chem. Phys. 1935, 3, 300–314.

(27) Steinbrecher, T.; Mobley, D. L.; Case, D. A. J. Chem. Phys.
2007, 127, 214108–2141021.

(28) Srinivasan, J.; Cheatham, T. E., III; Cieplak, P.; Kollman,
P. A.; Case, D. A. J. Am. Chem. Soc. 1998, 37, 9401–9809.

(29) Kollman, P. A.; Massova, I.; Reyes, C.; Kuhn, B.; Huo, S.;
Chong, L.; Lee, M.; Lee, T.; Duan, Y.; Wang, W.; Donini,
O.; Cieplak, P.; Srinivasan, J.; Case, D. A.; Cheatham III,
T. E. Acc. Chem. Res. 2000, 33, 889–897.

(30) Onufriev, A.; Bashford, D.; Case, D. A. Proteins 2004, 55,
383–394.

(31) Kuhn, B.; Kollman, P. A. J. Med. Chem. 2000, 43, 3786–
3791.

(32) Tan, C. H.; Yang, L. J.; Luo, R. J. Phys. Chem. B 2006,
110, 18680–18687.

(33) Wang, J.; Cai, Q.; Ye, X.; Hsieh, M.-J.; Tan, C.; Luo, R.
Amber Tools User’s Manual, Version 1.4 2010, 143–150.

(34) Kongsted, J.; Ryde, U. J. Comput.-Aided Mol. Des. 2009,
23, 63–71.

(35) Genheden, S.; Ryde, U. J. Comput. Chem. 2010, 31, 837–
846.

(36) Case, D. A.; Darden, T. A.; Cheatham, T. E., III; Simmer-
ling, C. L.; Wang, J.; Duke, R. E.; Luo, R.; Crowley, M.;
Walker, R. C.; Zhang, W.; Merz, K. M.; Wang, B.; Hayik,
S.; Roitberg, A.; Seabra, G.; Kolossvary, I.; Wong, K.;
Paesani, F.; Vanicek, J.; Wu, X.; Brozell, S. R.; Steinbre-
cher, T.; Gohlke, H.; Yang, L.; Tan, C.; Mongan, J.;
Hornak, V.; Cui, G.; Mathews, D. H.; Seetin, M. G.; Sagui,
C.; Babin, V.; Kollman, P. A. Amber 10, University of
California: San Francisco, 2008.

(37) Cances, E.; Mennucci, B.; Tomasi, J. J. Chem. Phys. 1997,
107, 3032–3041.

(38) Frisch, A. E.; Frisch, M. J.; Trucks, G. W. Gaussian 03
User’s Reference; Gaussian, Inc.: Wallingford, CT, USA,
2003, p. 205.

(39) Li, H.; Pomelli, C. S.; Jensen, J. H. Theor. Chem. Acc. 2003,
109, 71–84.

(40) Schmidt, M. W.; Baldridge, K. K.; Boatz, J. A.; Elbert, S. T.;
Gordon, M. S.; Jensen, J. H.; Koseki, S.; Matsunaga, N.;
Nguyen, K. A.; Su, S.; Windus, T. L.; Dupuis, M.; Mont-
gomery, J. A. J. Comput. Chem. 1993, 14, 1347–1363.

(41) Weeks, J. D.; Chandler, D.; Andersen, H. C. J. Chem. Phys.
1971, 54, 5237–5247.

(42) Morton, A.; Matthews, B. W. Biochem. 1995, 34, 8576–8588.

(43) Genheden, S.; Ryde, U. J. Comput. Chem. 2010 available
online, DOI: 10.1002/jcc.21546.

(44) Hornak, V.; Abel, R.; Okur, A.; Strockbine, B.; Roitberg, A.;
Simmerling, C. Proteins: Struct., Funct., Bioinform. 2006,
65, 712–725.

(45) Wang, J. M.; Wolf, R. M.; Caldwell, K. W.; Kollman, P. A.;
Case, D. A. J. Comput. Chem. 2004, 25, 1157–1174.

(46) Besler, B. H.; Merz, K. M., Jr.; Kollman, P. A. J. Comput.
Chem. 1990, 11, 431–439.

(47) Horn, H. W.; Swope, W. C.; Pitera, J. W.; Madura, J. D.;
Dick, T. J.; Hura, G.; Head-Gordon, T. J. Chem. Phys. 2004,
120, 9665–9678.

(48) Ryckaert, J. P.; Ciccotti, G.; Berendsen, H. J. C. J. Comput.
Phys. 1977, 23, 327–341.

(49) Wu, X.; Brooks, B. R. Chem. Phys. Lett. 2003, 381, 512–
518.

(50) Berendsen, H. J. C.; Postma, J. P. M.; van Gunsteren, W. F.;
DiNola, A.; Haak, J. R. J. Chem. Phys. 1984, 81, 3684–3690.

(51) Darden, T.; York, D.; Pedersen, L. J. Chem. Phys. 1993, 98,
10089–10092.

(52) Hermans, J.; Wang, L. J. Am. Chem. Soc. 1997, 119, 2707–
2714.

(53) Rodinger, T.; Howell, P. L.; Romes, R. J. Chem. Phys. 2008,
129, 155102–155113.

(54) Collins, M. D.; Hummer, G.; Quillin, M. L.; Matthews, B. W.;
Gruner, S. M. Proc. Natl. Acad. Sci.U.S.A. 2005, 102,
16668–16671.

(55) Qvist, J.; Davidovic, M.; Hamelberg, D.; Halle, B. Proc. Natl.
Ac. Sci. U.S.A. 2008, 105, 6296–6301.

(56) Cossi, M.; Barone, V.; Cammi, R.; Tomasi, J. Chem. Phys.
Lett. 1990, 255, 327–335.

(57) Floris, F. M.; Tomasi, J. J. Comput. Chem. 1991, 12, 784–
791.

(58) Zou, X.; Sun, Y.; Kuntz, I. D. J. Am. Chem. Soc. 1999, 121,
8033–8043.

(59) Lie, H.-Y.; Kuntz, I. D.; Zou, X. J. Phys. Chem. B 2004,
108, 5453–5462.

CT100272S

3568 J. Chem. Theory Comput., Vol. 6, No. 11, 2010 Genheden et al.



Explicit Water Models Affect the Specific Solvation and
Dynamics of Unfolded Peptides While the

Conformational Behavior and Flexibility of Folded
Peptides Remain Intact
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Abstract: Conventional molecular dynamics simulations on 50 ns to 1 µs time scales were
used to study the effects of explicit solvent models on the conformational behavior and solvation
of two oligopeptide solutes: R-helical EK-peptide (14 amino acids) and a �-hairpin chignolin (10
amino acids). The widely used AMBER force fields (ff99, ff99SB, and ff03) were combined with
four of the most commonly used explicit solvent models (TIP3P, TIP4P, TIP5P, and SPC/E).
Significant differences in the specific solvation of chignolin among the studied water models
were identified. Chignolin was highly solvated in TIP5P, whereas reduced specific solvation
was found in the TIP4P, SPC/E, and TIP3P models for kinetic, thermodynamic, and both kinetic
and thermodynamic reasons, respectively. The differences in specific solvation did not influence
the dynamics of structured parts of the folded peptide. However, substantial differences between
TIP5P and the other models were observed in the dynamics of unfolded chignolin, stability of
salt bridges, and specific solvation of the backbone carbonyls of EK-peptide. Thus, we conclude
that the choice of water model may affect the dynamics of flexible parts of proteins that are
solvent-exposed. On the other hand, all water models should perform similarly for well-structured
folded protein regions. The merits of the TIP3P model include its high and overestimated mobility,
which accelerates simulation processes and thus effectively increases sampling.

Introduction

Molecular dynamic (MD) simulations of biomacromolecules
are based on empirical force fields, which relate potential
energy and molecular structure. Several in-depth overviews
of current trends in the field of empirical potentials have
been published.1-5 Among all of the available empirical
potentials, the AMBER,6,7 GROMOS,8 CHARMM,9 and
OPLS10 families of force fields have performed well for
biomacromolecules. However, in this study we deal only with
the AMBER family of force fields, which have been
thoroughly tested on a variety of biomolecular systems. The
AMBER family of force fields perform well for a range of

systems including proteins,11 RNA,12 and DNA13,14 and their
homo- and heterocomplexes.15

One of the AMBER force fields is ff99 (also referred to
as parm99),16 which is a second-generation force field based
on the Cornell et al. set of effective parameters17 employing
the pair-additive potential used for condensed-phase all-
atomic simulations. Simmerling et al. have shown that the
ff99 force field does not accurately represent glycine behavior
in protein simulations and that it is prone to other inaccura-
cies, including overstabilization of R-helical peptide con-
formations and underestimation of �-bend propensity.18

Simmerling et al. also suggested a reparametrization of
backbone torsion terms, yielding the modified force field
ff99SB,18 which improved the balance in secondary structure
propensities. A third-generation AMBER force field, ff03,* Corresponding author e-mail: michal.otyepka@upol.cz.
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was introduced by Duan et al., who revised all ψ/� torsion
parameters and recalculated atomic partial charges.19 Despite
such efforts, none of these recent force fields are perfect;
for example, Hummer et al. showed that ff03 overestimated
and ff99SB underestimated R-helical propensities.20,21

The quest for a sufficiently accurate force field has mainly
focused on solute behavior, with only marginal consideration
of the water environment. However, the water environment
plays an essential role in biomolecular processes, and some
important effects, such as the hydrophobic effect and
Coulomb interaction screening, vanish if the water molecules
do not surround a biomolecule.22-25 An explicit consider-
ation of water molecules is therefore essential for a reason-
ably accurate description of, at least, solute-solvent inter-
actions.26 A large number of explicit water models have been
developed in attempts to accommodate all of the physico-
chemical properties of water.27-37 Among them, Jorgensen’s
TIPnP28,29,38 and Berendsen’s SPC/E39 models (Figure 1,
Table 1) are the most widely used for biomolecular simula-
tions. It should be noted, however, that although these explicit
solvent models have been derived to represent the physico-
chemicalpropertiesofbulkwaterwell, i.e., theirsolvent-solvent
interactions, the balance of solute-solvent interactions in
these models remains questionable and requires further study.

All of the popular TIPnP and SPC/E water models agree
well with bulk water characteristics at ambient temperatures.
The three-site TIP3P model (in which point charges are
centered on each of the three atoms) is the most commonly
used model in AMBER simulations. TIP3P reproduces well
the key features of bulk water at 25 °C and 1 atm (i.e., a
density of 0.997 g/cm3 and heat of vaporization of 10.53
kcal/mol), but it underestimates the height of the second
(tetrahedral) peak in the O-O radial distribution function
and overestimates the diffusion constant (Table 1). Both the
four-site TIP4P and five-site TIP5P models give better fits

to the experimental O-O radial distribution function and
also behave better than the TIP3P model in many other
respects. However, improving the representation of water
properties by adding additional extra point charges increases
computational costs considerably, with TIP4P being ap-
proximately 1.5 times and TIP5P 2.5 times as expensive as
TIP3P in terms of the simulation time (Table 1). The original
three-site SPC water model has been superseded by the
SPC/E model, which includes corrections for self-polarization
and improved structural and diffusion properties. The
computational demands of the SPC/E model are comparable
to those of the TIP3P model.

Despite the development of sufficiently representative
force fields and explicit water models, less attention has been
paid to the effects of explicit water models on solute
behavior, namely, on the structure, dynamics, and kinetics
of solute molecules. Moreover, explicit water models differ
in ways that are likely to generate differences in solute-solvent
interactions, which might then propagate to differences in
solute behavior in various explicit solvent models. In
response to the call for studies on the effects of explicit water
models on solute behavior reported in the literature,1,40-43

Nutt and Smith presented CHARMM simulations of N-
methylacetamide, other small solute molecules, and a small
protein (crambin) in various solvent models, concluding that
although TIP3P, TIP4P, and TIP5P differed in solute-solvent
interactions, they provided similar overall descriptions of
solvation.40 However, their results on biomacromolecular
solute behavior were, unfortunately, limited by their use of
only a 2-3 ns time scale and of an alternative modified
TIP3P solvent model (mTIP3P; bearing modified van der
Waals parameters for hydrogen, σHH ) 0.449 Å and εH )
0.046 kcal/mol).44 In a recent study, Vymětal and Vondrášek
studied the effects of different explicit water models on the
free energy �-ψ profiles of alanine dipeptide using meta-
dynamics. They concluded that the choice of solvent model
had no significant effect on the conformational preferences
of alanine dipeptide.45 Molecular dynamics simulations of
small proteins carried out by Wong and Case in ff99SB
showed that protein diffusion occurs rapidly due to the high
self-diffusion constant of TIP3P, whereas the SPC/E and
TIP4P water models with more realistic self-diffusion
constants have too large a protein rotation diffusion con-
stant.42 Shirts et al. calculated hydration free energies of the
amino acid side chain analogues in several water models and
concluded that modified TIP3P (TIP3P-MOD; having dif-
ferent σO ) 3.12171 Å and ε0 ) 0.190 kcal/mol parameters
compared to the standard TIP3P parameters; see Table 1)46

gave the closest match to the experimental data. On the other
hand, the ability of explicit solvent models to accurately
represent pure water properties did not necessarily determine
the ability to correctly predict solute/solvent behavior.41,47

In the present study we examine the structure and
dynamics of the small peptide solutes chignolin and EK-
peptide (Figure 1) in MD simulations on 50 ns to 1 µs time
scales (20.7 µs in total). Chignolin is an artificial peptide
consisting of 10 residues (GYDPETGTWG) which adopts
a �-hairpin conformation in solution under in vitro conditions
(Figure 1b). The peptide is stabilized by H-bonds between

Figure 1. (a) Three-dimensional representations of three-
site TIP3P and SPC/E (left), four-site TIP4P (middle), and five-
site TIP5P (right) water models. The labels correspond to the
parameters listed in Table 1. (b) Chignolin and (c) EK-peptide
structures in stick representations.
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atoms Asp3(O) and Gly7(N) (the strongest), Asp3(N) and
Thr8(O), and Asp3(Oδ) and Glu5(N). Gly7 plays a further
key role in chignolin structure stability because its left-handed
R-helical conformation enables propagation of the C-terminal
strand. It has been suggested that the side chain interaction
between Tyr2 and Trp9 also stabilizes chignolin. The
experimental data concerning chignolin stability suggest that
the peptide has a ratio of folded to unfolded states equal to
∼60:40 at 300 K.48 EK-peptide is an artificial 14 residue
long R-helix (YAEAAKAAEAAKAF).49 An R-helicity of
40% at 273 K was measured for EK-peptide using circular
dichroism (CD) spectroscopy. Ghosh and Dill found that the
R-helicity of EK-peptides generally decreases with increasing
temperature and amounts to∼20% at 300 K for the studied
EK-peptide.50 In the present study, four explicit solvent
models (TIP3P, TIP4P, TIP5P, and SPC/E) combined with
three AMBER family force fields (ff99, ff99SB, and ff03)
are analyzed to elucidate the role of explicit solvent models
on the behavior of both oligopeptides.

Methods

Studied Systems. A designed �-hairpin peptide, chignolin,
and an artificial R-helical EK-peptide were chosen as test
systems for the MD simulations. The chignolin NMR
structure (PDB ID 1UAO) was used as a starting structure
in MD simulations, and both chignolin termini were charged

(N-terminus positively and C-terminus negatively) in all MD
simulations. The starting structure of EK-peptide was mod-
eled as an R-helix in accordance with CD spectra.49

Although, to our best knowledge, no structural data such as
X-ray or NMR spectra are available for EK-peptide, the data
from CD spectra are sufficient to provide relevant informa-
tion about its structure. The N-terminus of EK-peptide was
capped by an acetyl group and the C-terminus by N-
methylamide for MD simulations.

Molecular Dynamics Simulations. All MD simulations
were carried out using the AMBER suite of programs with
the all-atomic force fields ff99,16 ff99SB,18 and ff03.19 The
simulation protocol, which has been repeatedly shown to
perform well for proteins,51-55 was set up as follows. The
hydrogen atoms were added by the LEaP module of
AMBER. Systems were then neutralized by adding coun-
terions (Na+ or Cl-, according to the solute charge) and
immersed into a rectangular box of explicit water molecules.
Each system was solvated by four explicit water modelss
TIP3P, TIP4P, TIP5P, and SPC/E (Table 1). The initial
coordinates of solute, as well as solvent, atoms were identical
for a given peptide system in all water models and all force
fields. Consequently, we examined the systems’ dynamics
in all 12 possible combinations of solute force field and
solvent type (Table 2). In each simulation, the minimal
distance between the solute and the box wall was set to

Table 1. Parameters and Physicochemical Properties of the Explicit Water Models Studied, As Used in the AMBER
Packagea

param (units) TIP3P TIP4P TIP5P SPC/E exptl

qH
b (e) 0.417 0.520 0.241 0.424

qO
b (e) -0.834 0.000 0.000 -0.848

qL
b (e) -1.040 -0.241

rOH
c (Å) 0.9572 0.9572 0.9572 1.0000 0.957276

rOL
c (Å) 0.1500 0.7000

θHOH
d (deg) 104.520 104.520 104.520 109.470 104.47476

φLOL
d (deg) 109.470

εe (kcal/mol) 0.1521 0.1550 0.1600 0.1554
σO

e (Å) 3.1506 3.1537 3.1200 3.1656
costf 100 140 240 100
dipole moment (D) 2.3528 2.1830 2.2928 2.3530 2.9577

dielectric constant 82.030 53.030 81.528 71.030 78.478

density(298 K, 1 atm) (g/cm3) 0.986 ( 0.010g 0.994 ( 0.010g 0.985 ( 0.010g 0.999 ( 0.010g 0.997
self-diffusion(298 K, 1 atm) (10-5 cm2/s) 5.5g 3.5g 2.7g 2.5g 2.350

density maximum (K) ∼182.1531 ∼248.1528 ∼277.1528 ∼235.1532 277.13479

melting temperature (K) 145.5532 232.4532 273.9532 214.9532 273.15

a See Figure 1. b qH, qO, and qL are the partial charges of hydrogen and oxygen and that on the lone pair, respectively. c rOH and rOL are
the oxygen-hydrogen and oxygen-lone pair distances, respectively. d θHOH and φLOL are the hydrogen-oxygen-hydrogen and lone
pair-oxygen-lone pair angles, respectively. e ε and σ are the well depth and van der Waals radius Lennard-Jones parameters, respectively.
f Computer cost in percent with respect to TIP3P. g Data from this study.

Table 2. List of Simulations Performed for Each Studied System

no. of simulations run in tested force fields

system ff99 ff99SB ff03

chignolin TIP3P 6 × 100 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs
TIP4P 6 × 50 ns 6 × 50 ns 6 × 50 ns
TIP5P 6 × 50 ns 6 × 50 ns 6 × 50 ns
SPC/E 6 × 100 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs

EK-peptide TIP3P 6 × 100 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs 6 × 100 ns; 1 × 1 µs
TIP4P 6 × 50 ns 6 × 50 ns 6 × 50 ns
TIP5P 6 × 50 ns 6 × 50 ns 6 × 50 ns
SPC/E 6 × 100 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs 6 × 50 ns; 1 × 1 µs
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10 Å. Prior to the production phase of the MD run, each
system was minimized by first optimizing the positions of
the hydrogen atoms while the heavy atoms remained con-
strained; then all protein atoms were constrained, and the solvent
molecules with counterions were allowed to move during a
1000-step minimization, followed by 10 ps long MD runs under
[NpT] conditions (p ) 1 atm, T ) 298.16 K). After this, the
side chains were relaxed by several minimization runs, with
decreasing force constants applied to the backbone atoms. After
the relaxation, each system was heated from 10 to 298.16 K
for 100 ps. The particle-mesh Ewald (PME) method was used
for treating electrostatic interactions, and all simulations were
performed under periodic boundary conditions in the [NpT]
ensemble at 298.16 K and 1 atm using a 2 fs integration step.
The SHAKE algorithm, with a tolerance of 10-5 Å, was used
to fix the positions of all hydrogen atoms, and a 9.0 Å cutoff
was applied to nonbonding interactions. The Berendsen ther-
mostat was used.56

All systems studied are listed in Table 2. Generally, the
dynamics of each system in respective combinations of
solute-solvent description were modeled via six MD
simulations on 50-100 ns time scales, in which the
coordinates were stored every picosecond. The number of
parallel MD simulations in each run was chosen according
to Day and Daggett,57 who suggested that, for capturing
average properties of simulated systems, 5-10 simulations
in multiple MD runs are sufficient. Moreover, additional
extensive 1 µs long MD runs with coordinates stored every
10 ps were performed for all force fields in combinations
with the TIP3P and SPC/E models. The total simulation time
in the present study (the sum of the simulation times of all
systems) reached 20.7 µs.

In addition to the peptide simulations, we carried out water
box simulations (i.e., only water molecules without solute)
for the TIP3P, TIP4P, TIP5P, and SPC/E models under [NpT]
conditions (p ) 1 atm, T ) 298.16 K) and using an 8.0 Å
cutoff for nonbonding interactions on 10 ns time scales. A
periodic rectangular cubic box with dimensions of 20 × 20
× 20 Å filled with 375 explicit water molecules was used
in each water box simulation.

Analyses of Trajectories. The R-helix dynamics were
monitored using the secondary structure analysis (imple-
mented in ptraj from the AMBER package), the time
evolution of the root-mean-square deviations (rmsd’s) of the
backbone atoms (C, N, CR) with respect to the initial
structure, and the time evolution of the distances bet-
ween atoms forming salt bridges (Glu3(Cδ)-Lys6(N�),
Lys6(N�)-Glu9(Cδ), and Glu9(Cδ)-Lys12(N�)). The num-
bers of water molecules in the first solvation shell (<3.4 Å)
around the carbonyl oxygen of each residue were calculated
for ff03 EK-peptide simulations using ptraj. The R-helix was
said to be unfolded if there were fewer than four neighboring
helical residues for more than 100 ps (in accordance with
Daggett58). The following structural analyses for chignolin
simulations were performed: the time evolution of the rmsd’s
of the backbone atoms (C, N, CR) from the initial structure
and the distances between Cγ atoms of Tyr2 and Trp9. In
this study, all structures with an rmsd of main chain atoms
up to 1.7 Å were considered to be native-like, because all

chignolin structures from the NMR ensemble fitted into this
interval. In addition, structures from the MD ensemble with
rmsd below 1.7 Å displayed a native H-bond network and
native distance between Tyr2 and Trp9 (Cγ atoms). We
considered the chignolin molecule as unfolded if the rmsd
of the backbone atoms was above 1.7 Å for more than
100 ps.

The effect of water models on the unfolding or refolding
rates in ff99 chignolin simulations were analyzed by the
following statistical model. Unfolding and refolding are
stochastic processes having Bernoulli distributions with
associated probabilities punfold and prefold. The punfold probability
can be estimated from the number of unfolding events (within
a 1 ps time frame) divided by the number of snapshots where
the system was folded. Similarly, the estimate of prefold equals
the number of refolding events divided by the number of
snapshots where the system is unfolded. These estimates have
a binomial distribution, which can be approximated by a
normal distribution, and thus, the confidence intervals
documenting statistical relevance of these estimated prob-
abilities can be expressed by the Wilson score interval:52

where p is the estimated probability, pmin and pmax are the
lower and upper limits of the Wilson score interval of the
estimated probability, n is the number of realizations (i.e.,
total number of snapshots) where the system is folded/
unfolded, and z1-R/2 is the 1 - R/2 percentile of the normal
distribution (the R value used was 5%). Finally, the corre-
sponding kinetic constants (kunfold/refold) were derived from
the estimated probabilities of unfolding and refolding
(punfold/refold) using the first-order kinetic equation

where ∆t denotes the time interval between two consecutive
snapshots. Subsequently, these kinetic constants were trans-
formed to the corresponding potential free energy barriers
(∆Gunfold/refold

q ) using the Eyring equation

in which T is the absolute temperature and kB, R, and h are
theBoltzmann,universalgas,andPlanckconstants, respectively.

The population and evolution of chignolin conformations
in various water models in the ff99 simulations were
monitored by the Bayesian clustering algorithm59 imple-
mented in ptraj, with all variables set to the default (i.e.,
without the critical distance metric). The optimal cluster
number was found iteratively with visual inspection of
indices measuring the clustering performance.

The Ramachandran plots of peptide residues were depicted
as scatter plots and density plots using an in-house script.
The names of canonical regions and their positions in the
Ramachandran plot were assigned according to Schlick.60

pmin,max )
p + 1

2n
z1-R/2

2 ( �p(1 - p)
n

+
z1-R/2

2

4n2

1 + 1
n

z1-R/2
2

punfold/refold ) exp(-kunfold/refold∆t)

kunfold/refold ) (kBT

h ) exp(- ∆Gunfold/refold
q

RT )
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The following analyses of specific solvation in various
solvents were performed only for ff99SB chignolin simula-
tions, given the sufficient stability of chignolin in ff99SB;
density maps of water models were calculated using ptraj
(grid analysis). Prior to the analysis, chignolin was image-
centered and rms-fitted, and then finally the density of water
molecules was calculated using cubic grids spread over the
entire box volume. The output file was visualized using
VMD. Further, the numbers of water molecules in the first
and second solvation shells around the chignolin molecule
were calculated using ptraj. The distance of the chignolin
first hydration shell was set to 3.4 Å and the second to
5.0 Å. The analysis of water residence times on the chignolin
surface was based on a survival probability correlation
function as implemented in ReTiNal (Resident Time Ana-
lyzer v1.0, Petr Kulhanek, NCBR Brno, http://troll.chemi.mu-
ni.cz/whitezone/development/root/) software (see ref 61 for
details). Water molecules interacting with oxygen or nitrogen
atoms of chignolin with residence time over 0.5 ns were
further analyzed.

Self-diffusion coefficients (Table 1) were calculated from
the last 5 ns of 10 ns long water box simulations using the
Einstein equation

where D is the self-diffusion coefficient, t is time, N is the
total number of atoms, and ri(t) is the displacement vector
of the ith atom at time t. The radial distribution functions of
each water model (Figure S1, Supporting Information) were
calculated over the entire time scale of the water box
simulations by ptraj.

Results

Chignolin. ff99 Force Field. The simulations showed that
chignolin did not maintain its native-like structure in the ff99
force field and melted readily in almost all simulations with
different solvent models (Table 3). The differences among
estimated probabilities and corresponding free energy barriers
of unfolding/refolding processes in different solvation models
were not statistically significant (R ) 0.05). Nonetheless,
the free energy barriers of unfolding and refolding differed
significantly in different force fields, as discussed below
(Table 4). The agreement between free energy barriers of
unfolding estimated from a series of 100 ns simulations, and
from the 1 µs long simulation in the TIP3P and SPC/E water
models, shows that the simulations sufficiently converged
on a 100 ns time scale, in terms of estimation of unfolding
probability. On the other hand, this does not apply for the
probability of refolding, because, on longer simulation time
scales, higher free energy barriers of refolding were in most
cases estimated. This could have been a consequence of
further structural relaxation of the unfolded state toward some
energetically deeper minima.

After chignolin lost its native-like structure, it adopted one
of five misfolded conformations (designated clusters 1-5;
Figure S2, Supporting Information), which were subsequently
identified by a cluster analysis (Table 5). We did not observe

any significant difference in populations of unfolded clusters
between simulations with the TIP3P and TIP4P models.
However, the TIP5P model produced simulations signifi-
cantly different from those of both TIP3P and TIP4P. The
cluster 1 conformation, which was the dominant unfolding
state in the TIP3P and TIP4P simulations, was hardly
populated in the TIP5P simulations. Instead, the cluster 2
conformation was significantly preferred in the TIP5P
simulations, but negligible in populations from the TIP3P
and TIP4P simulations (Table 5). Note that the cluster 2
conformation, despite being unfolded, retained a left-handed
R-helical conformation of Gly7, which seems to be the
critical residue for proper chignolin folding.48 Both clusters
1 and 2 were occupied in the series of 100 ns simulations
with SPC/E, and their populations did not significantly differ
from those of any of the TIPnP simulations. When we
extended sampling of simulations with TIP3P and SPC/E,
the most widely used models, to a 1 µs time scale, we found
the cluster populations in TIP3P 100 ns simulations were
more or less converged, while further relaxation was
observed with the SPC/E model. Specifically, cluster 1
became the most populated unfolded state while cluster 2
was no longer observed in 1 µs long SPC/E simulations.
Thus, chignolin in the SPC/E water model on microsecond
time scales occupied the same unfolded clusters as in the
TIP3P and TIP4P models, which were, however, significantly
different from those clusters populated in the TIP5P model.
It is worth noting that the transitions between unfolded
clusters happened more rapidly in TIP3P than in the SPC/E
model, which seems to be a consequence of the higher self-
diffusion coefficient of TIP3P (Table 1) and could be the
reason for better convergence of cluster populations in TIP3P
100 ns simulations compared to SPC/E simulations (see
Figure S3, Supporting Information).

Ramachandran density and scatter plots revealed that some
residues moved apart from the native regions (defined from
the NMR structure;48 Figure S2, Supporting Information) and
also populated the non-native ones (Figure S4, Supporting

D ) 1
6tN

lim
tf∞

〈 ∑
i)1

N

[ri(t) - ri(0)]2〉

Table 3. Populations (%) of the Native-like Chignolin
Structures and R-Helicity (%) of EK-Peptide in the
Respective MD Simulations

native-likea R-helicityb

force field water model multiplec longd multiplec longd

ff99 TIP3P 18 ( 26 3 16 ( 20 15 ( 20
TIP4P 24 ( 26 14 ( 19
TIP5P 53 ( 36 20 ( 23
SPC/E 36 ( 35 11 21 ( 23 17 ( 21

ff99SB TIP3P 95 ( 7 74 21 ( 26 4 ( 12
TIP4P 94 ( 7 17 ( 24
TIP5P 94 ( 6 35 ( 30
SPC/E 96 ( 6 83 20 ( 29 4 ( 12

ff03 TIP3P 96 ( 2 46 70 ( 22 68 ( 23
TIP4P 80 ( 22 74 ( 17
TIP5P 96 ( 2 73 ( 22
SPC/E 78 ( 19 79 79 ( 15 70 ( 22

a The mean populations of the native chignolin structure with
their standard deviations were calculated from multiple si-
mulations. b The R-helicities are mean values with standard
deviations, calculated from all multiple MD simulations or from
one 1 µs run, respectively. c Six independent simulations. d A
1 µs MD simulation.
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Information). All simulations showed that the residues Thr6
and Glu5 could be found not only in the native right-handed
R-helical region, but also in a region of noncanonical artificial
structures (� ) ∼-145° and ψ ) ∼0°), which is a known
artifact of ff99.18 The most flexible Gly7 readily lost its
native left-handed R-helical conformation in TIP3P, TIP4P,
and (eventually) SPC/E simulations and shifted to the
artificial region around � ) ∼-165° and ψ ) ∼35° or to
the glycine �S region.62 The population of the non-native
and artificial region (� ) ∼-145° and ψ ) ∼0°) was
significantly reduced in TIP5P simulations, due to either
slightly higher stability of chignolin in the TIP5P model or
its favoring of cluster 2, causing less dense population of
this artificial region.

ff99SB Force Field. In contrast to the ff99 simulations,
chignolin was highly stable in all ff99SB simulations (Table
3). In most simulations, no unfolding event occurred, and
even if the structure melted, it adopted near-native structures
that swiftly refolded to the native chignolin. Both increased
unfolding and decreased refolding free energy barriers
contributed to significantly higher stability of the chignolin
native structure in ff99SB simulations. On the other hand,
neither stability nor estimated free energy barriers of unfold-
ing and refolding differed in the set of four explicit solvent
models (Table 4). The artificial population of the non-native
region (� ) ∼-145° and ψ ) ∼0°) of the Ramachandran

plots vanished in all ff99SB simulations, and backbone
torsions of chignolin residues fluctuated around the NMR
native values (Figure S5, Supporting Information).

The finding that chignolin was highly stable in all ff99SB
simulations allowed us to monitor the behavior of water
molecules in the vicinity of chignolin and to consider the
effects of various solvent models on the specific solvation
of chignolin. Both thermodynamic (the number and position
of binding sites of long-residency water molecules) and
kinetic (the mobility of these long-residency water molecules)
perspectives on the preferential hydration of the chignolin
surface were taken into account.63 Similar local densities of
water molecules were observed for simulations with the
TIP4P and TIP5P models, while identifying large numbers
of specific hydration sites. The three-site TIP3P and SPC/E
water models also yielded similar density maps, but with
significantly fewer specific hydration sites and with lower
densities, in comparison with the TIP4P and TIP5P models
(Figure 2). In addition, the analysis of long-residency water
molecules (here, those with residence times longer than 0.5
ns) identified significant differences among solvation models,
such that the number of long-residency water molecules
decreased in the order TIP5P . SPC/E ≈ TIP4P > TIP3P
(Table 6).

These findings show that the specific hydration of chi-
gnolin is determined by the mobility of a given water model
in terms of its self-diffusion coefficient (Table 1) and its

Table 4. Estimated Free Energy Barriers (kcal/mol) of Unfolding (∆Gunfold
q ) and Refolding (∆Grefold

q ) and Corresponding Free
Energy Differences (kcal/mol) between Unfolded and Folded States (∆G ) Gunfold - Gfold) of Chignolin in Various Solvent
Models and Force Fields (298 K, 1 atm)a

force field water model ∆Gunfold
q ∆Grefold

q ∆G

ff99 TIP3P 6.8 ( 0.4 (6.3 ( 0.5) 8.5 ( 0.8 (8.3 ( 0.5) -1.7 ( 0.9 (-2.1 ( 0.7)
TIP4P 6.5 ( 0.4 7.8 ( 0.6 -1.3 ( 0.7
TIP5P 7.1 ( 0.4 7.3 ( 0.6 -0.2 ( 0.7
SPC/E 6.7 ( 0.3 (6.9 ( 0.4) 7.2 ( 0.3 (8.2 ( 0.5) -0.5 ( 0.4 (-1.3 ( 0.6)

ff99SB TIP3P 7.5 ( 0.5 (7.3 ( 0.3) 5.7 ( 0.5 (6.8 ( 0.3) 1.9 ( 0.7 (0.6 ( 0.4)
TIP4P 7.4 ( 0.4 5.4 ( 0.4 1.9 ( 0.6
TIP5P 7.5 ( 0.5 5.5 ( 0.5 2.0 ( 0.7
SPC/E 8.2 ( 0.8 (7.8 ( 0.3) 6.2 ( 0.8 (6.9 ( 0.4) 2.0 ( 1.1 (0.9 ( 0.5)

ff03 TIP3P 7.8 ( 0.6 (7.2 ( 0.3) 4.5 ( 0.6 (7.3 ( 0.3) 3.3 ( 0.8 (-0.1 ( 0.4)
TIP4P 7.1 ( 0.4 6.3 ( 0.4 0.9 ( 0.5
TIP5P 8.2 ( 0.8 5.6 ( 1.0 2.6 ( 1.3
SPC/E 7.0 ( 0.3 (7.0 ( 0.2) 6.5 ( 0.4 (6.1 ( 0.2) 0.6 ( 0.5 (0.8 ( 0.3)

a The estimates in parentheses relate to 1 µs long simulations.

Table 5. Population (%) of the Native-like Chignolin
Structure and Relative Populations (%) of Unfolded
Chignolin Clusters in Multiple ff99 Simulations with the
TIP3P, TIP4P, TIP5P, and SPC/E Modelsa

cluster
number TIP3Pb TIP4Pb TIP5Pb SPC/Eb TIP3Pc SPC/Ec

native-like 18 ( 26 24 ( 26 53 ( 36 36 ( 35 3 11
1 67 ( 19 44 ( 31 5 ( 4 19 ( 32 72 71
2 8 ( 5 9 ( 15 50 ( 29 30 ( 35 0 10
3 1 ( 1 4 ( 5 8 ( 10 22 ( 37 1 1
4 19 ( 13 32 ( 39 24 ( 9 12 ( 13 12 6
5 9 ( 12 14 ( 21 17 ( 16 22 ( 36 13 12

a Note that the population of unfolded clusters is normalized,
so it represents the portion of unfolded states. b Six
independent simulations; the percentages of native-like
structures and misfolded chignolin clusters of particular
simulation runs are listed in Table S1 (Supporting Information).
c A 1 µs MD simulation.

Figure 2. Water density maps (orange) around chignolin (the
blue tube represents the chignolin backbone) for ff99SB
simulations.
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propensity to bind to specific hydration sites. Thus, the
highest specific solvation in TIP5P simulations was caused
by a large number of specific hydration sites and the low
(and most realistic) mobility of TIP5P water molecules. On
the other hand, no long-residency water molecules were
identified for the TIP3P model, due to the small number of
preferred hydration sites and rapid exchange of TIP3P water
molecules at these sites. Interestingly, although the SPC/E
model has a self-diffusion coefficient similar to that of TIP5P,
the significantly smaller quantity of long-residency SPC/E
water molecules was caused by a low number of specific
hydration sites, most likely stemming from solute-solvent
interactions and thermodynamic factors. Similarly, although
the water density map of TIP4P was similar to that of TIP5P,
with the same number of specific hydration sites, the higher
self-diffusion coefficient of TIP4P resulted in significantly
more rapid dynamics at these hydration sites, and thus, the
specific hydration was reduced for kinetic reasons.

ff03 Force Field. As in ff99SB simulations, the chignolin
native structure was highly populated in ff03 simulations.
The rare unfolding events were frequently quickly followed
by chignolin refolding in almost all cases, except in some
SPC/E and TIP4P simulations and the 1 µs TIP3P simulation,
where we observed minor but apparent populations of
unfolded chignolin with Gly7 shifted from the left-handed
R-helical region to the �PR region with � ) ∼80° and ψ )
∼-150° (Table 3; Figure S6, Supporting Information).62

These non-native chignolin conformations closely match the
�-hairpin topology, but lack the native hydrogen bond
network and contacts between Tyr2 and Trp9 residues. On
the other hand, the shift of Gly7 to the �PR region was always
fully reversible, and refolding was sooner or later observed.
It seems that the shift of Gly7 does not depend on the
solvation model and can be considered as an ff03 force field
effect. The difference in the balance between left-handed
R-helical and �PR conformations of Gly7 in the ff03 and
ff99SB force fields can be explained by differences in the
free energy landscapes of the � and ψ dihedrals in ff03 and
ff99SB.45

EK-Peptide. ff99 Force Field. The EK-peptide readily lost
its R-helical structure in all ff99 simulations (Table 3).
Melting that propagated from the termini occurred within a
time scale of hundreds of picoseconds to several nanosec-
onds. Melting times were progressively longer in the TIP5P
and SPC/E water models, whose self-diffusion coefficients
were smaller (and more realistic) than those of TIP3P, which
had the highest self-diffusion coefficient of the explicit
models in this study (Figures S13 and S14, Supporting
Information). In the unfolded state, the peptide was highly
dynamic, often switching among the 310-helical structure,
turn, random coil, and R-helical conformations. Some

residues also populated the artificial region around � )
∼-145° and ψ ) ∼0°, which is a known artifact of the
ff99 force field.18 Notably, internal residues of the EK-
peptide had a propensity to refold for up to ∼10 ns in the
TIP5P and SPC/E models.

ff99SB Force Field. As in the previous case, the native
R-helical fold was unstable throughout the time scale of the
conducted simulations (Figures S15 and S16, Supporting
Information). Melting of the helical structure occurred early,
within a time scale of several nanoseconds, in simulations
with the most mobile models, TIP3P and TIP4P. In contrast,
in simulations using the water models with lower (and more
realistic) mobility, TIP5P and SPC/E, the system melted later,
generally on a time scale of tens of nanoseconds. The
residues of the unfolded EK-peptide populated the left- and
right-handed helical regions, the region of noncanonical
structures around � ) ∼-145° and ψ ) ∼0°, and the
antiparallel �-sheet and triple-stranded collagen helix regions
of the Ramachandran plot (Figures S8 and S11, Supporting
Information). Nonetheless, the 1 µs TIP3P and SPC/E MD
runs characterized the behavior of the system after melting,
revealing that the antiparallel �-sheet, triple-stranded collagen
helix, and left-handed regions were significantly populated
in this state.

ff03 Force Field. In all simulations, the EK-peptide
displayed a significant level of intrinsic R-helicity lying in
the interval from ∼70% to ∼80% (Table 3; Figures S17 and
S18, Supporting Information). The terminal residues had less
helical propensity than internal residues and in the nonhelical
state populated the triple-stranded collagen helix, antiparallel
�-sheet, left-handed R-helix, and � ) ∼-160° and ψ )
∼-25° regions (Figures S9 and S12, Supporting Informa-
tion).

The high stability of R-helical content in ff03 simulations
of EK-peptide led us to monitor the stability of salt bridges
between Lys and Glu side chains (Table 7) and the specific
hydration of backbone carbonyl oxygen atoms (Figure 3).
The formation of salt bridges and shielding of backbone
H-bonds forming group (-CdO, -N-H) from water
molecules were suggested to contribute to the stability of

Table 6. Average Number of Water Molecules in the First Two Solvation Shells of Chignolin and Average Number of
Long-Residency Water Molecules (Residence Times >0.5 ns) in ff99SB Chignolin Simulations with Corresponding Standard
Deviations

TIP3P TIP4P TIP5P SPC/E TIP3P1 µs SPC/E1 µs

first shell, <3.4 Å 93 ( 8 93 ( 6 100 ( 8 94 ( 7 90 ( 6 95 ( 8
second shell, <5.0 Å 185 ( 14 182 ( 12 196 ( 15 186 ( 13 179 ( 11 189 ( 15
long-residency water molecules 0.0 ( 0.0 2.0 ( 1.3 12.8 ( 4.5 3.7 ( 2.7

Table 7. Salt Bridge Probabilities (Distance up to 4.5 Å)
Calculated from EK-Peptide Simulations with ff03a

water
model Glu3 · · ·Lys6 Lys6 · · ·Glu9 Glu9 · · ·Lys12

TIP3P 0.36 ( 0.04 (0.35) 0.06 ( 0.02 (0.06) 0.31 ( 0.02 (0.33)
TIP4P 0.33 ( 0.07 0.03 ( 0.01 0.36 ( 0.04
TIP5P 0.49 ( 0.20 0.08 ( 0.10 0.51 ( 0.15
SPC/E 0.33 ( 0.07 (0.29) 0.06 ( 0.06 (0.06) 0.36 ( 0.07 (0.29)

a The mean probabilities and corresponding standard deviations
were calculated from multiple simulations having helicity above
70%. The estimates in parentheses relate to 1 µs simulations.
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alanine-based R-helical peptides (see refs 64 and 65 and
references therein). The TIP3P, TIP4P, and SPC/E models
behave similarly; i.e., the stability of salt bridges and
hydration of backbone carbonyl oxygen atoms do not
significantly differ among these three solvent models. On
the other hand, MD simulations with TIP5P show higher
stabilities of salt bridges (Table 7) and more extensive
hydration of backbone carbonyl oxygen atoms (Figure 3).

Discussion

In the present study we aimed to elucidate the effects of four
popular explicit solvent models (TIP3P, TIP4P, TIP5P, and
SPC/E) on the behavior of two oligopeptides: a �-hairpin
chignolin and an R-helical EK-peptide. We combined these
solvent models with three recent protein force fields (ff99,
ff99SB, and ff03) from the AMBER family. Our results
suggest that the choice of solvent model does not significantly
affect the stability of the studied peptides, which was
completely governed by the force field employed. Further-
more, even the conformational behavior of the peptides in
their native folded state was not influenced by the choice of
solvent model.

We found that the ff99 force field destabilized the native
fold of both peptides to an extent that significantly under-
estimated peptide stabilities in comparison with experimen-
tally observed values.48,50 In addition, in ff99 simulations
we observed a significant population of noncanonical con-
formations in the form of �-ψ torsions (� ) ∼-145° and
ψ ) ∼0°), which are a known ff99 force field artifact.18

Elimination of this artifact motivated the development of a
reparametrized force field named ff99SB.18 The ff99SB force
field overstabilized the chignolin structure, while it did not
improve the stability of the EK-peptide, destabilizing helical
EK-peptide in favor of �-structured states. This indicates that
although the ff99SB force field slightly improves the
behavior of �-structured chignolin, it yields unbalanced force
fields biased toward �-structures. Finally, the ff03 force field
seemed the best choice among the tested force fields, as the
chignolin stability estimated from all ff03 simulations was

72 ( 21%, in good agreement with the experimentally
observed chignolin stability of 60%. Moreover, the ff03
simulations did not cause any force field artifacts. They
displayed folding/unfolding processes in chignolin connected
with shifts of the flexible Gly7 between the left-handed
R-helix and �PR conformations, which represents the tolerated
conformational variability of this Gly residue. Nonetheless,
the ff03 force field still overestimated the stability of
R-helical EK-peptide, as the R-helicity observed in the ff03
simulations amounted to ∼70-80%, while the experimental
helical content equals ∼20% at 300 K. Thus, the ff03 force
field seems the best, but still not perfect, choice from the
studied set.

While we did not observe any effect of explicit solvent
models on the stability of the studied peptides, we found
substantial differences in specific solvation of the backbone
carbonyls of the EK-peptide R-helix and of the chignolin
native structure in the set of studied water models. The TIP5P
model showed more extensive hydration of backbone car-
bonyl oxygen atoms in comparison with TIP3P, TIP4P, and
SPC/E, which gave almost the same results (Figure 3). The
higher hydration of H-bonds between the backbone amide
and carbonyl groups of the R-helix was suggested to
destabilize the R-helicity of alanine-based peptides.64,65 Thus,
the lower R-helicity of EK-peptide in the TIP5P simulations
in comparison with other solvation models was anticipated
as an effect of the more extensive backbone hydration.
However, the R-helicity of EK-peptide did not significantly
differ among various solvent models (Table 3). This finding
can be most likely explained by the higher probabilities of
salt bridges in TIP5P water (Table 7) and compensation
between the specific solvation of backbone carbonyl oxygens
and salt bridge stabilities.

Chignolin was highly solvated in the TIP5P simulations,
while significantly lower solvation was observed in other water
model simulations. We analyzed the reasons for decreased
specific solvation in the remaining three models and found that
specific solvation by TIP4P was reduced by rapid exchange of
water molecules in the solvation binding sites, i.e., for kinetic
reasons. This finding can be explained by the larger self-
diffusion coefficient of TIP4P in comparison with the TIP5P
model. The specific solvation by SPC/E was reduced due to
the small number of specific solvent binding sites compared to
those in the TIP5P and TIP4P models, i.e., for thermodynamic
reasons. Finally, the reduced specific solvation in TIP3P
simulations was a consequence of both the aforementioned
kinetic and thermodynamic factors (Figure 4). Consequently,
assuming that the studied solvation models differ significantly
in the specific solvation of solute and do not concurrently affect
the stability of the studied peptide solutes, the question arises
of whether these differences in specific solvation can influence
the solute and, if so, how.

As the differences in specific solvation of the studied
models did not affect the behavior of the studied peptides in
their folded states, we focused rather on their behavior in
unfolded states in ff99 simulations. We found that the
conformational behavior of chignolin in unfolded states is
similar in all three water models with lower specific
solvation, i.e., in TIP3P, TIP4P, and SPC/E, while a different

Figure 3. Average numbers of water molecules within the
first hydration shell (<3.4 Å) of backbone carbonyl oxygen
atoms calculated from ff03 simulations of EK-peptide.
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conformational behavior of unfolded chignolin was observed
in simulations with TIP5P, demonstrating a high degree of
specific solvation. Specifically, we observed different prefer-
ences in the population of clusters of unfolded structures.
The TIP3P, TIP4P, and SPC/E simulations resulted in
preferred occupancy of the unfolded cluster with an artificial
conformation of Gly7 (� ) ∼-165° and ψ ) ∼35°), while
in TIP5P simulations an alternative cluster with a left-handed
R-helical conformation of Gly7 was preferred. This result
implies that the solvation models will most likely not
significantly affect the structure, stability, and flexibility of
structured segments of folded proteins. However, the dif-
ferences in specific solvation might contribute to conforma-
tional variability and flexibility of solvent-exposed flexible
parts, such as flexible glycine-rich loops. Notably, these most
flexible parts of proteins are frequently connected with
specific biological functions and are at the focus of attention
of many MD simulations.51,52,66-72 Moreover, specific
solvation is also the subject of many other studies concerning,
e.g., drug design.67,73-75 Therefore, in these cases, the correct
description of specific solvation might be critical for correct
results.

Unfortunately, we are not able to ultimately conclude
which model provides the most realistic description of
specific solvation. On the other hand, our data suggest that
the TIP5P model provides a significantly different specific
solvation that could propagate to solute behavior via stability
of salt bridges and modification of conformational prefer-
ences in unfolded states. As the TIP5P model has the most
realistic solvent parameters (among studied solvent models),
we suggest that TIP5P is the most promising candidate for
the realistic description of solute-solvent interactions and
specific solvation. Nonetheless, this implication is not
straightforward and might be questionable, so direct com-
parison with reference experimental data of the specific
solvation or of the solute-solvent interaction is needed to
determine which model performs the best.

In addition, we observed a relationship between the
mobility of a water model, represented by its self-diffusion
coefficient, and the speed of processes in our simulations,
namely, the kinetics of conversion between the unfolded
clusters and the structural relaxation of unfolded states in

ff99 simulations. Thus, we conclude that the mobility of
solvent models can accelerate the kinetics of processes in
solutes.

Taken together, in sharp contrast to the choice of force
field, choosing the most reliable water model is not straight-
forward. In cases where it can be assumed that specific
solvation will not play an important role (i.e., in well-
structured proteins lacking highly flexible loops), all the
model performances may be similar in quality. Furthermore,
in such cases, simulations can benefit from the high
(overestimated) mobility of the TIP3P model, because it does
not significantly affect the thermodynamic properties of the
solutes, such as the structure of thermodynamically stable
conformers, but it significantly reduces the barriers between
these states and thus accelerates the kinetics and effectively
increases sampling in the simulations. On the other hand, if
the solute contains flexible and solvent-exposed loops, it
would be better to use the more realistic description of
solvation by the TIP5P model, even though this would entail
an increased simulation time due to the relatively slower
processes and lower sampling.
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Abstract: SB-3CT, (4-phenoxyphenylsulfonyl)methylthiirane, is a potent, mechanism-based
inhibitor of the gelatinase subclass of the matrix metalloproteinase (MMP) family of zinc
proteases. The gelatinase MMPs are unusual in that there are several examples where both
enantiomers of a racemic inhibitor have comparable inhibitory abilities. SB-3CT is one such
example. Here, the inhibition mechanism of the MMP2 gelatinase by the (S)-SB-3CT enantiomer
and its oxirane analogue is examined computationally and compared to the mechanism of (R)-
SB-3CT. Inhibition of MMP2 by (R)-SB-3CT was shown previously to involve enzyme-catalyzed
C-H deprotonation adjacent to the sulfone, with concomitant opening by �-elimination of the
sulfur of the three-membered thiirane ring. Similarly to the R enantiomer, (S)-SB-3CT was docked
into the active site of MMP2, followed by molecular dynamics simulation to prepare the complex
for combined quantum mechanics and molecular mechanics (QM/MM) calculations. QM/MM
calculations with B3LYP/6-311+G(d,p) for the QM part (46 atoms) and the AMBER force field
for the MM part were used to compare the reaction of (S)-SB-3CT and its oxirane analogue in
the active site of MMP2 (9208 atoms). These calculations show that the barrier for the proton
abstraction coupled ring-opening reaction of (S)-SB-3CT in the MMP2 active site is 4.4 kcal/
mol lower than that of its oxirane analogue, and the ring-opening reaction energy of (S)-SB-
3CT is only 1.6 kcal/mol less exothermic than that of its oxirane analogue. Calculations also
show that the protonation of the ring-opened products by water is thermodynamically much
more favorable for the alkoxide obtained from the oxirane than for the thiolate obtained from
the thiirane. In contrast to (R)-SB-3CT and the R-oxirane analogue, the double bonds of the
ring-opened products of (S)-SB-3CT and its S-oxirane analogue have the cis configuration.
Vibrational frequency and intrinsic reaction path calculations on a reduced size QM/MM model
(2747 atoms) provide additional insight into the mechanism. These calculations yield 5.9 and
6.7 for the deuterium kinetic isotope effect for C-H bond cleavage in the transition state for the
R and S enantiomers of SB-3CT, in good agreement with the experimental results.

The matrix metalloproteinases (MMPs) are key proteolytic
regulators of the integrity of the extracellular matrix. MMPs

are implicated in embryonic development,1-3 tissue remodel-
ing and repair,4-6 neurophathic pain processes,7 cancer,8-11

and other diseases.12-15 MMP2 (gelatinases A), one of these
zinc-dependent proteolytic enzymes, digests type IV col-
lagens.16 The structure and function of this protein have been
studied extensively for the purpose of selective inhibitor
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design.17-29 One of these inhibitors, (4-phenoxyphenylsul-
fonyl)methylthiirane (SB-3CT), selectively inhibits MMP2
with high potency.30,31 The inhibition mechanism of MMP2
by (R)-SB-3CT is coupled deprotonation of the methylene
group juxtaposed between the sulfone and the thiirane and
the opening of the thiirane ring.31,32 This reaction creates a
thiolate anion, which strongly coordinates with the zinc at
the active site.

It is remarkable that the R and S enantiomers of SB-3CT
display similar potency as inhibitors of MMP2, even though
they are expected to have rather different binding modes in
the active site.33 The kinetic parameters for the R enantiomer
are Kon ) 2.2 ( 0.5 × 104 M-1 s-1, Koff ) 5.3 ( 0.5 ×
10-4 s-1, and Ki ) 24 ( 6 nM, and the corresponding values
for the S enantiomer are Kon ) 1.7 ( 0.4 × 104 M-1 s-1,
Koff ) 4.0 ( 0.3 × 10-4 s-1, and Ki ) 23 ( 6 nM. Their
similar potency suggests that both enantiomers have a similar
inhibitory mechanism, despite this anticipated difference in
their binding modes. In this study we used methods similar
to our previous study of MMP2 · (R)-SB-3CT32 to investigate
these binding modes and to compare the inhibition mecha-
nism of (S)-SB-3CT (3) and its oxirane analogue (4) (Scheme
1). The MMP2 · (S)-SB-3CT complex was constructed by
docking and molecular dynamics studies. The details of the
deprotonation/ring-opening mechanism for inhibition were
examined by combined quantum mechanics and molecular
mechanics (QM/MM) methods and compared to those of (R)-
SB-3CT. Vibrational frequencies, intrinsic reaction paths, and
kinetic isotope effects were calculated for both the R and S
enantiomers of SB-3CT.

Computational Methods

As in the previous study of the R isomer of SB-3CT, the
initial structures of the MMP2 complex with (S)-SB-3CT
and its oxirane analogue were built by docking and molecular
dynamics (MD) methods.32 A two-layer ONIOM method34-41

was used for the QM/MM study of the inhibition mechanism
of 3 and 4. The QM region (46 atoms) consists of the zinc
ion; the three imidazole rings from His403, His407, and
His413; the CH2CO2

- part of the Glu404 side chain; the
thiirane and the SO2CH2 group of the inhibitor; and one water
molecule. The B3LYP/6-31G(d) level of density functional
theory (DFT) described the QM part of the system, and the
Amber force field42 described the MM part of the system.
QM/MM geometry optimization was carried out with a
mechanical embedding scheme. The QM part and all residues
and solvent molecules in the MM part within 6 Å of the
QM part were fully optimized (936 atoms), while the

remaining atoms were held fixed. Similar cutoffs have been
used previously in QM/MM studies of enzymatic systems
to avoid spurious changes in the energy due to remote
fluctuation in the geometry.43,44 Because the MMP2 active
site is rather open to the solvent, a smaller cutoff of 6 Å
was used. The partial charges for the reactive system were
refined by alternating between QM/MM geometry optimiza-
tion and RESP45,46 charge fitting.32 With mechanical embed-
ding, the electrostatic interactions between the QM and MM
regions are calculated using these partial charges. Single point
calculations with electronic embedding41 were used for the
final QM/MM energies calculated at the ONIOM(B3LYP/
6-311+G(d,p):AMBER) level of theory. When calculated
with the same basis set, the mean absolute difference in the
relative energies with electronic embedding vs mechanical
embedding is 3 kcal/mol (see Supporting Information Table
S1 for details). All ONIOM calculations were performed with
the development version of Gaussian.47 The ONIOM tool-
kit48 facilitated the QM/MM calculations.

Results and Discussion

The MMP2 · (R)-SB-3CT and MMP2 · (S)-SB-3CT complexes
are compared in Figure 1. These complexes are obtained by
docking, followed by MD simulation and QM/MM geometry
optimization. Similar to (R)-SB-3CT in the MMP2 active
site,32 the phenoxyphenyl side chain of (S)-SB-3CT fits into
the S1′ pocket, and the hydrogen bond (1.83 Å) between
the backbone NH of Leu191 to the pro-S oxygen of the
sulfone is preserved. The second oxygen of the sulfone is
exposed to solvent. In contrast to (R)-SB-3CT, the plane of
the thiirane ring of (S)-SB-3CT points away from the zinc.
The Zn-S distance in MMP2 · (S)-SB-3CT (4.55 Å) is
significantly longer than in MMP2 · (R)-SB-3CT (2.91 Å).
As a consequence, a water molecule coordinates with the
zinc in the (S)-SB-3CT complex (Zn-O distance is 2.11 Å)
but not in the (R)-SB-3CT complex (3.58 Å). The MMP2
complex of the oxirane analogue of (S)-SB-3CT is generated
by replacement of the sulfur of the thiirane with oxygen.
The QM part and adjacent regions were examined visually
(see Supporting Information Figure S1 for a superposition
of the reactants and transition states for 3 and 4) to ensure
that the reactant complex and the transition state have similar
hydrogen-bonding patterns with the solvent water molecules,
to avoid spurious differences in barrier heights caused by
minor changes in the solvent.

A. Deprotonation and Ring-Opening of the Inhibi-
tor. The reactant, transition state (TS), and product structures
for the inhibition of MMP2 by (S)-SB-3CT are shown in

Scheme 1. MMP2 Inhibition Mechanisms by SB-3CT (3, X ) S) and its oxirane analogue (4, X ) O)
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the top two rows of Figure 2 and selected geometrical
parameters are given in Figure S2 (Supporting Information).
The respective structures for the oxirane analogue are shown
at the bottom of these figures. In both reactant structures,
the zinc at the MMP2 active site is coordinated with Glu404,
three histidines, and one water molecule. Depending on how
the Glu404 coordinates with the zinc, two local minima are
identified for the reactant complex of MMP2 · (S)-SB-3CT
and of its oxirane analogue (3-R and 3-R′; 4-R and 4-R′ in
Figure 2). In 3-R, the oxygen of the Glu404 that will accept
the transferring proton of (S)-SB-3CT is coordinated (2.05
Å) to the zinc, while the other Glu404 oxygen is not (3.29
Å). For 3-R′, the -CO2

- group of Glu404 is shifted so that
the acceptor oxygen is farther from the zinc (3.60 Å) and
the other oxygen is coordinated to the zinc (1.96 Å). 3-R′ is
only 2.6 kcal/mol higher in energy than 3-R. Likewise, the
oxirane analogue 4-R′ is 3.9 kcal/mol higher than 4-R. In
both 3-R and 3-R′, the sulfur of the thiirane is significantly
further from the zinc (by 4.55 and 4.11 Å, respectively) than
the distance between the oxygen of oxirane and the zinc in
4-R and 4-R′ (2.32 and 2.26 Å, respectively). The energy
of MMP2 · (S)-SB-3CT increases by 4.9 kcal/mol if the sulfur
is constrained to be closer to the zinc, similar to the distance
in MMP2 · (R)-SB-3CT (2.86 Å).

In the TS identified in the QM/MM calculations, 3-TS
(Figure 2 and Supporting Information Figure S2), the
transferring proton is 1.50 Å from the donor carbon and 1.18
Å from the acceptor oxygen, indicating that the TS is a little
earlier compared to that of MMP2 · (R)-SB-3CT (C-H and
H-O distances of 1.57 Å and 1.14 Å, respectively). The
breaking C-S bond of the thiirane is elongated to 2.04 Å in
3-TS. The Glu404 side chain moves away from the zinc in
order to abstract the proton. The TS of the oxirane analogue
(4-TS) is similar to the thiirane system (C-H and H-O
distances are 1.58 and 1.13 Å), but a little later than the (R)-
oxirane TS (C-H and H-O distances are 1.43 Å and 1.24
Å). In the transition states, the thiirane sulfur and oxirane
oxygen are strongly coordinated to the zinc (Zn-S and

Zn-O distances are 2.38 and 1.94 Å, respectively), but the
glutamate is not.

B. Vibrational Frequencies and Reaction Path Fol-
lowing. While the full frequency calculations at the current
level of theory are not feasible for the whole system (9208
atoms), the two lowest vibrational modes can be calculated.
Only one imaginary frequency is found for 3-TS and 4-TS
(1018i and 540i cm-1, respectively), verifying that these
structures are transition states. Two reduced size (partial)
models were built from the full thiirane and oxirane TS
complexes by extracting all the QM atoms (46 atoms), the
MM atoms that are allowed to move during geometry
optimization (936 atoms), and enough frozen MM atoms to
surround the first two parts, for a total of 2747 atoms. When
the transition states of the reduced systems were reoptimized,
the key parameters changed very little (rmsd ) 0.04 Å, C-H
and O-H distances involving the transferring proton changed
by less than 0.01 Å). The fact that these changes are quite
small suggests that the reduced systems are good models of
the full protein-inhibitor complexes. Using the optimized
transition states of these reduced size models, the full
frequency analysis and calculation of the intrinsic reaction
coordinate (IRC) are both practical with the latest version
of the code.49 The frequency analysis for the partial models
of the TSs gives imaginary frequencies close to the full
system for both the thiirane (1031i cm-1) and oxirane (601i
cm-1). As a part of the present work, similar calculations
were carried out for the TS structure for the inhibition of
MMP2 by (R)-SB-3CT.32 The imaginary frequencies are 767i
and 642i for the full and reduced size thiirane systems,
respectively. For its oxirane analogue, the imaginary fre-
quencies are 1217i and 1234i for the full and reduced size
systems, respectively.

The IRC was calculated using the reduced size model to
generate the reaction path from the reactants to the products
through the TSs. The profiles of the IRC paths, and the key
structures, are shown in Figure 3 (see Supporting Information
Figure S3 for R enantiomer). The reaction path calculations

Figure 1. Structures of (R)-SB-3CT and (S)-SB-3CT in the MMP2 active site optimized at the ONIOM(B3LYP/6-31G(d):AMBER)
level of theory. Residues of MMP2 · (R)-SB-3CT and MMP2 · (S)-SB-3CT are shown in ball-and-stick representation with atom
colored according to atom types (H, C, N, O, S, and Zn, shown in white, cyan, blue, red, yellow, and gray, respectively). The
same color scheme is used in all the figures.
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clearly demonstrate that there are no additional barriers
between the TSs and the reactants, and TSs and the products,
for both MMP2 · (S)-SB-3CT and its oxirane analogue. The
reaction path shows that the R enantiomer of SB-3CT and
its oxirane analogue open to the trans products. The
corresponding reaction paths for the S enantiomer of the
thiirane and oxirane lead to the cis products, 3-P1 and 4-P1.
The cis products are 6.9 and 5.4 kcal/mol higher than the
trans products, 3-P1′ and 4-P1′, partly because of less
favorable interactions with the active site. The different
stereochemical outcome for the two enantiomers demon-
strates that stereoelectronic control exists in the transition
state. Animations of the normal mode corresponding to the
imaginary frequencies and the IRC paths for MMP2 · (S)-

SB-3CT and its oxirane analogue are provided in the
Supporting Information.

C. Thermodynamics. The energy profiles for (S)-SB-3CT
(3) and its oxirane analogue (4) in the MMP2 active site are
shown in Figure 4 and summarized in Table 1. The ring-
opening barriers for the S-thiirane and S-oxirane in the active
site of MMP2 are 16.1 and 20.5 kcal/mol, respectively. The
thiolate ring-opened product from the thiirane (3-P1) and
the alkoxide ring-opened product from the oxirane (4-P1)
both show tight coordination with the zinc in these product
complexes. The protonated Glu404 moves significantly away
from the zinc. The water molecule in both 3-P1 and 4-P1
moves away from the zinc to distances of 3.16 and 3.37 Å,

Figure 2. Reactants, transition states, and products for (S)-SB-3CT (3) and its oxirane analogue (4) in the MMP2 active site
optimized at the ONIOM(B3LYP/6-31G(d):AMBER) level of theory. Energies (in kcal/mol) were calculated at the ONIOM(B3LYP/
6-311+G(d,p):AMBER) level using electronic embedding with the reactant complexes used as the reference states. 3-P1 and
4-P1 are the cis isomers of the unprotonated ring-opening products. 3-P1′ and 4-P1′ are the trans isomers. In 3-P2 and 4-P2,
the cis ring-opening products are protonated by the water molecule, and the resulting hydroxide anion coordinates with the zinc.
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respectively. The reaction energies for thiirane and oxirane
are -13.3 and -14.9 kcal/mol, respectively.

D. Product Protonation by Water. Since solvent has
substantial access to the active site of MMP2, the ring-opened
products can be protonated by solvent. Proton transfer from
a nearby water to 3-P1 and 4-P1 gives structures 3-P2 and
4-P2, respectively (Figure 2 and Supporting Information
Figure S2). Proton transfer from the water molecule generates
a hydroxide ion, which coordinates with the zinc, replacing
the thiolate and alkoxide as zinc ligands. For the thiirane
system, the protonated product complex 3-P2 is 8.7 kcal/
mol endothermic compared to the reactant complex 3-R. For
the oxirane system, by contrast, the protonated product
complex 4-P2 is 11.2 kcal/mol exothermic compared to the
reactant complex 4-R. A similar result was observed in the

study of the R enantiomer.32 This difference between the
thiirane and oxirane may explain why both the R and S
enantiomers of SB-3CT are slow-binding inhibitors of
MMP2, while their oxirane analogues are linear competitive
inhibitors.30

E. Kinetic Isotope Effect (KIE) Calculations Using
the QM/MM Model. In our earlier studies, the KIE
calculation for the R-thiirane could only be carried out for
the solution model.32 However, recent improvements in
computer code and resources have made it feasible to
calculate the full set of frequencies for QM/MM systems.
Using the frequency calculations for the 2747 atom QM/
MM models, deuterium KIEs were calculated for both the
MMP2 · (R)-SB-3CT and MMP2 · (S)-SB-3CT complexes.
The Wigner tunneling correction50 contributes a factor of

Figure 3. IRC profiles for (S)-SB-3CT (a) and its oxirane analogue (b) in the MMP2 active site using the partial model at the
ONIOM(B3LYP/6-31G(d):AMBER) level of theory. Key bond lengths are in angstroms.
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1.15 for R-thiirane and 1.27 for S-thiirane. The calculated
KIE (kH/kD) is 5.9 for the inhibition of MMP2 by (R)-SB-
3CT and 6.7 for (S)-SB-3CT. These numbers agree well with
the experimental result for the racemic mixture (kH/kD )
5.0).31

Conclusions

The inhibition of MMP2 by (S)-SB-3CT (3) and its oxirane
analogue (4) involves the concurrent deprotonation of the
inhibitor by the active-site glutamate, opening of the respec-
tive three-membered heterocycle, and coordination of the
heteroatom anion product to the active-site zinc. For the
present QM/MM calculations, the barrier for this ring-
opening reaction of (S)-SB-3CT in the MMP2 active site is
16.1 kcal/mol, 4.4 kcal/mol lower than the barrier for the
oxirane analogue. Abstraction of a proton from the inhibitor
by glutamate is the key event in the inhibition reaction, as
indicated by the kinetic isotope effects, and is directly
coupled with the ring-opening. In the transition state, the
heteroatom of the three-membered ring moves closer to the
zinc, facilitating completion of the deprotonation and ring-
opening events for progress toward the product complexes.
The reaction enthalpies are quite similar (-13.3 kcal/mol
for 3 and -14.9 kcal/mol for 4). Reaction path following
calculations show that ring-opening of (S)-SB-3CT by MMP2
yields the cis product, while ring-opening of (R)-SB-3CT in

the MMP2 produces the trans product. The calculations show
that the protonation of the alkoxide product from the ring-
opening of 4 by a water molecule in the active site is
exothermic, whereas protonation of the thiolate from ring-
opening of 3 is endothermic. The calculated KIEs of the
reaction agree well with the experimental results, increasing
the confidence in the present study. The previous and present
studies provide the solid theoretical support for the inhibition
mechanism of MMP2.
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Figure 4. Energy profiles for (S)-SB-3CT (3) and its oxirane analogue (4) in the MMP2 active site. Relative energies (in kcal/
mol) were calculated at the ONIOM(B3LYP/6-311+G(d,p):AMBER) level using electronic embedding with the reactant complexes
used as reference states.

Table 1. QM/MM Calculations of the Energetics for the Ring-Opening Reactions of Inhibitions in the Active Site of MMP2a

reaction enthalpy

inhibitor barrier height
P1 (unprotonated

cis product)
P1′ (unprotonated

trans product)
P2 (protonated

cis product)

(S)-SB-3CT (3)b 16.1 -13.3 -20.2 8.7
(S)-oxirane analogue (4)b 20.5 -14.9 -20.3 -11.2

a ONIOM(B3LYP/6-311+G(d,p):AMBER)//ONIOM(B3LYP/6-31G(d):AMBER) with electronic embedding; energies in kcal/mol. b See
Figure 2.
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Abstract: We report a hybrid parallel central and graphics processing units (CPU-GPU)
implementation of a coarse-grained model for replica exchange Monte Carlo (REMC) simulations
of protein assemblies. We describe the design, optimization, validation, and benchmarking of
our algorithms, particularly the parallelization strategy, which is specific to the requirements of
GPU hardware. Performance evaluation of our hybrid implementation shows scaled speedup
as compared to a single-core CPU; reference simulations of small 100 residue proteins have a
modest speedup of 4, while large simulations with thousands of residues are up to 1400 times
faster. Importantly, the combination of coarse-grained models with highly parallel GPU hardware
vastly increases the length- and time-scales accessible for protein simulation, making it possible
to simulate much larger systems of interacting proteins than have previously been attempted.
As a first step toward the simulation of the assembly of an entire viral capsid, we have
demonstrated that the chosen coarse-grained model, together with REMC sampling, is capable
of identifying the correctly bound structure, for a pair of fragments from the human hepatitis B
virus capsid. Our parallel solution can easily be generalized to other interaction functions and
other types of macromolecules and has implications for the parallelization of similar N-body
problems that require random access lookups.

1. Introduction

The formation of multiprotein complexes, either transient
or permanent, is integral to many biological processes. Some
examples are antibody-antigen and protease-inhibitor
complexes, protein complexes involved in cellular signal
transduction processes, structural proteins that maintain the
shape of a biological cell, and the very large multiprotein
complexes represented by the proteasome, the nuclear pore
complex and viral capsids. Identification of the site and
strength of interaction (binding) between proteins involved
in common cellular functions is integral to a comprehension
of how they work cooperatively. This can improve our grasp
of disease mechanisms and provide the basis for new
therapeutic approaches. Consequently, the prediction of

protein binding sites has been identified as one of the 10
most sought-after solutions in protein bioinformatics.1 This
problem is closely related to the well-known NP-hard
“protein folding problem” of predicting the three-dimensional
structure of a protein from its primary sequence.

In the absence of sufficient experimental data on the atomic
structure of protein complexes, molecular dynamics (MD)
or Monte Carlo (MC) simulations of protein complex
components can assist in determining both their mode of
interaction and the location of the interaction site(s).2

Molecular simulations generate an ensemble of configura-
tions, from which both structural and thermodynamic data
can be extracted. The configurations representing bound
protein complexes enable identification of both the docking
sites and the relative orientation of the proteins, while the
binding affinity of a complex can be estimated from the
proportion of bound samples occurring in the ensemble.
However, all-atom simulations of multiprotein complexes are
highly computationally expensive and are therefore limited
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in scale by the available computing resources. Simulations
are typically restricted to simple biological systems (e.g.,
small binary protein complexes without solvent) and to
nanosecond time scales. Accurate coarse-grained models
have helped to extend molecular simulations to more
biologically relevant length- and time-scales.3-11 These
reduced molecular models aggregate single atoms into large
spherical beads to significantly decrease the computational
cost of a simulation. There is considerable potential for
further accelerating molecular simulations by combining
coarse-grained models with the computational power of
massively parallel graphics processing units (GPUs).

Modern GPUs have floating-point computational capabili-
ties far in excess of current central processing units (CPUs).
Essentially, GPUs fall into the category of single program
multiple data (SPMD) compute devices; organizing data into
homogeneous streams of elements and executing a function,
or kernel, on all elements of a stream simultaneously. Current
high-end GPUs also have high memory bandwidth compared
to CPUs. For example, the nVIDIA GTX280 has 240
fragment or stream processors and a theoretical memory
bandwidth of 141 GB/s. As a consequence, these compact
devices are capable of rapid high-throughput numeric opera-
tions and can be employed effectively by nongraphical
memory-bound algorithms of high arithmetic intensity, such
as the N-body problem inherent in molecular simulations.
For coarse-grained potentials, evaluation of the total interac-
tion potential between all beads, N, in a protein molecule is
an O(N2) operation and the chief performance bottleneck, a
common feature of N-body simulations in general. The
independence of each pairwise interaction means that the
calculation of all such potentials suits the SPMD GPU
architecture, promising good speedups over CPU-only
implementations.

The difficult task of porting algorithms to the GPU
architecture, while maintaining effective use of the CPU, has
been made easier with the development of general application
programming interfaces. In 2007, nVIDIA released the
compute unified device architecture (CUDA) API, which
allows the general programmer direct access to the nVIDIA
GPU hardware. CUDA allows for operations not supported
by graphics APIs, such as local data communication between
kernels and scatter and gather operations. However, CUDA
GPU programming is not trivial. Programmers must be
mindful of the GPU memory hierarchy, which requires
explicit management to minimize access latency and effective
packing of data to enable a coalesced memory access
pattern.12 In addition, maximizing GPU performance often
requires latency hiding through exploitation of the multi-
threading capabilities of the CPU cores,13 adding the
difficulties of conventional multithreaded asynchronous
programming to the GPU-specific programming techniques.

However, despite these difficulties, there are increasing
reports of successful CUDA implementations of N-body
algorithms achieving good speedups over CPU implementa-
tions.14-16 Specifically, GPU-based calculations of the
expensive long-range electrostatics and other nonbonded
forces necessary for molecular mechanics simulations are
typically 10-100 times faster than heavily optimized CPU-

based implementations.17-19 Friedrichs et al. showed speed-
ups over a single CPU implementation of up to 700 times
for large all-atom protein MD running entirely on the GPU.16

However, such great speedups are not always achievable. A
recent implementation of an acceleration engine for the
solvent-solvent interaction evaluation of MD simulations
shows speed-ups of up to a factor of 54 for the solvent-solvent
interaction component but only 6-9 for the simulations as
a whole.20

Here we report our hybrid CPU-GPU parallel implemen-
tation of a coarse-grained model and an energy function for
simulation of multiprotein complexes recently developed by
Kim and Hummer11 together with a replica exchange Monte
Carlo (REMC) simulation protocol to enhance sampling. We
leave the original model and simulation methods unchanged;
our primary focus is on development of a general, highly
scalable parallel implementation, with the ultimate goal of
increasing the size of tractable simulations to the point where
far more biologically relevant simulations can be attempted.

Previous implementations of related N-body dynamics on a
GPU, such as the GRAPE implementation,15 translate the
potential evaluation into a convenient map-reduce problem.14-16

However, in our case this approach is not feasible, as the
Kim-Hummer coarse-graining model requires very frequent
random-access lookups in evaluation of the interaction
potential, and the memory resource limitations of the GPU
prevent the use of standard optimal GPU memory-access
models for this problem.21,22 Therefore, in order to optimize
the parallel performance of our implementation, we assess-
ed the performance impact of storing the structural data and
the potential lookup table in the various different types of
memory available on a GPU to establish the optimal
configuration. We validate our final CPU-GPU implementa-
tion against the original, demonstrating that our simulations
reproduce the reference results of Kim and Hummer,11 while
showing a factor of 4 speedup for small systems. Further
benchmarking analysis demonstrates that our implementation
of this model achieves excellent speedups of over 1400 for
large simulations. We demonstrate that the potential is
capable of identifying the correct bound structure for a pair
of protein fragments from the human hepatitis B (HBV) virus
capsid, although there are also minor populations of incor-
rectly bound structures. This paves the way for larger scale
simulation studies of capsid assembly mechanisms.

The parallelization approach developed in this work is
generally applicable to N-body problems that require similar
random access lookups. This often occurs where the aspects
of the interaction between bodies are dependent on their type
or state. One instance is the commonly used energy functions
in all-atom MD simulations, in which the interactions depend
on the type of each atom.23

2. Methods

In this section, we present details of the coarse-grained
protein-protein simulation method and some high-level
considerations for its parallelization, validation, profiling, and
benchmarking.

2.1. The Kim-Hummer Coarse-Grained Model. In
common with many current coarse-grained models, the
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Kim-Hummer model (hereafter referred to as the model)
represents a protein molecule as a chain of beads corre-
sponding to specific amino acid residue types. Coarse-grain
representations are generated from a protein’s atomic struc-
ture by centering a bead on the CR atom in each amino acid
residue, with the radius of the bead being the van der Waals
radius of the specific residue.

In the simplest version of the model, proteins are treated
as rigid bodies, with the interaction potential, Utot, comprising
only the pairwise sum of short-range amino-acid-dependent
Lennard-Jones potentials, uij(r), and long-range electrostatic
Debye-Hückel interactions, uij

el(r):

where r is the distance between residues i and j, and 0 e fi

e 1 is the weighting factor for residue i. The weighting factor
scales the contribution of a particular residue, allowing
residues on the surface of the molecule to contribute more
than residues buried within the protein.24 In the simplest case,
all interactions are weighted equally (fi ) 1 for all i). Since
we use rigid bodies to represent proteins, these weights
remain constant for each residue throughout a simulation.

Based on known contact potentials, εij, between residues,
short-range interactions are either attractive (εij < 0) or
repulsive (εij > 0) and are defined as

where σij is the distance between residues i and j, determined
from the average of the respective van der Waals diameters
of each residue,11 and rij

0 ) 21/6σij is the lowest energy
separation.

The long-range electrostatic potential between residues is
defined as

where qi is the charge of residue i, D is the dielectric constant
of the solvent, and � is the Debye screening length. Kim
and Hummer use D ) 80 as the dielectric constant of water
and�=10Å,correspondingtophysiologicalsaltconcentrations.

Note that our implementation currently does not allow for
the flexible linker peptides connecting rigid-protein domains
in the original model. However, these can be included
relatively cheaply, with the contribution of the appropriate
stretching, bending, and torsion-angle potentials for the
flexible linkers calculated in O(N) time complexity on the
CPU.

2.2. Methods for REMC Simulations. In our implemen-
tation, we use the REMC) protocol reported for the original
model.11 MC methods employ a sequence of random
geometric mutations (moves) of the system (usually rotations
or translations) to explore and sample configurational space
in a desired ensemble. In our case, the Metropolis MC

algorithm25,26 is most suitable. In Metropolis sampling, the
energy of the system is evaluated after each move, and
mutations are accepted or rejected in such a way that
configurations are sampled with probabilities given by the
Boltzmann distribution (i.e., the probability of configuration
X, P(X) ∝ exp(-E(X)/kBT), with kB being the Boltzmann
constant).

In each MC mutation, a randomly selected protein is either
translated (by 0.5 Å) or rotated (by 0.2 radians about a
protein’s centroid) along a random axis within a periodic
bounding box. Varying the volume of the box alters the
concentration at which the simulation is performed. For these
simulations, a value of less than 2kBT ) -1.186 kcal/mol
for the interaction energy is used to determine that the
proteins are in a bound state,2 although the results are not
very sensitive to this value.11 To determine the binding
affinity of a complex, the fraction bound y (the proportion
of bound samples out of the total number of samples) is
determined as a function of the protein concentration [A] )
1/V, and the dissociation constant Kd is evaluated from the
relation:11

The sampling properties of MC simulation are further
improved by using replica exchange, in which concurrent
simulations are run at different temperatures.27 Such a REMC
search maintains � independent replicas of the system, with
each replica run at a different temperature value (T1, T2, ...,
T�). During replica exchange, configurations are swapped
between replicas at neighboring temperature values with a
probability proportional to their energy and temperature
differences. Specifically for a pair of replicas at temperatures
T1 and T2, with current coordinates X1 and X2, respectively,
configurations are swapped using the criterion ∆ ) exp[(�1

- �2)(U(X1) - U(X2))], with �1 ) 1/kBT1, �2 ) 1/kBT2, and
U(X) the potential energy. Analogous to standard Metropolis
MC, moves are always accepted if ∆ > 1, otherwise they
are accepted if F < ∆, with F random numbers on the interval
[0,1). This process runs until sufficient samples have been
generated for the calculated fraction bound metric, y, to
converge, typically requiring between 108 and 109 MC
mutations per replica.

2.3. General Parallelization Approach. In our approach
to parallelization of the Kim-Hummer model, we aim to
exploit the various levels of concurrency inherent in the
REMC algorithm, from fine-grained parallelism in the costly
potential evaluation to relatively coarse-grained parallelism
in the multiple replicas.

As we only had access to an implementation of the model
within the CHARMM package,28 we began with develop-
ment of a serial implementation with full simulation func-
tionality to provide a reference point from which to perform
validation, profiling, and benchmarking of the subsequent
parallel GPU implementation. We note that our CPU
implementation shows slightly faster run times than the
CHARMM version.

At a high level, a parallel version of the O(R) REMC
algorithm (where R is the number of replicas) is relatively

Utot ) ∑
ij

fi fj(uij(r) + uij
el(r)) (1)

uij(r) ) {4|εij|[(σij/r)12 - (σij/r)6], (εij < 0)

4εij[(σij/r)12 - (σij/r)6] + 2εij, (εij > 0, r < rij
0)

-4εij[(σij/r)12 - (σij/r)6], (εij > 0, r g rij
0)
(2)

uij
el )

qiqj exp(-r
� )

4πDr
(3)

y ) [A]
[A] + Kd

(4)
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straightforward to implement, and the many concurrent
independent replicas make this algorithm highly suitable for
parallel execution across many CPU cores. From a multi-
threading perspective, replicas encapsulate parallel work
units; each replica performs a self-contained MC simulation.
The Markov chain nature of these simulations means that
an individual simulation cannot be split across threads, as
each step of the MC simulation is dependent on the previous
step. We therefore employ a multiple producer-consumer
model, with R replica MC simulation threads and one replica
exchange thread. Control is initially passed to the MC
threads, with the replica exchange thread waiting until the
MC threads complete their allotted iterations. At this point,
control is passed to the replica exchange thread, and replica
exchange is performed. This process is repeated for the
specified number of MC steps. This high-level approach
scales well to multiple CPU cores, with or without a GPU.

At a lower level, the O(N2) potential evaluation is by far
the most costly operation and is therefore exported to GPU.
Although it is considered best to associate thread contexts
one-to-one with GPU runtime contexts,22 our model also
allows for sharing of one or more GPU’s between multiple
threads. Such concurrent potential evaluation by multiple
replica threads can be handled in two ways: either by sharing
the GPU between threads though multiple contexts or by
using CUDA steams to perform asynchronous computation
on the GPU. Asynchronous calls maximize resource utiliza-
tion of both the GPU and CPU but require explicit manage-
ment of the streaming process, whereas the use of pthreads
to run concurrent MC simulations implicitly manages
processing overlap between the GPU and CPU. For asyn-
chronous GPU calls, each replica is assigned to a stream,
and the application is configured to overlap MC mutations
and acceptance/rejection sampling with interaction potential
calculations. This allows for maximum resource utilization
in the application, ensuring that the GPU is busy at all times,
thereby maximizing the simulation throughput. For purposes
of comparison, we implemented both approaches.

2.4. Simulations. 2.4.1. Benchmarking. For benchmark-
ing purposes, 20 replicas were simulated for 1000 MC steps
each, for system sizes ranging from 100 to 7668 residues.
(Note that a typical simulation of 20 replicas will realistically
run for 107 steps per replica, 10 000 times longer than this
benchmark.) The two smallest benchmark cases are the UIM/
Ub (100 residues) and Cc/CcP (402 residues) systems also
used for validation. For the larger systems, we simulate the
interactions of viral capsid proteins from the human hepatitis
B virus (HBV, PDB ID 2G33), where each protein dimer
comprises 284 residues. We simulate systems consisting of
2 (568 residues) up to 27 (7668 residues) dimers. This system
was chosen with the eventual application of virus assembly
in mind, although for benchmarking, we are only concerned
with the performance aspects.

All benchmarking simulations were run using an nVIDIA
GTX280 (Asus ENGTX280) running at a stock clock speed
of 600 MHz paired with a Intel Core 2 Duo 3 GHz E8400
CPU and 4GB of DDR2-800 MHz RAM.

2.4.2. Validation. Our implementation was validated in
two stages. First, the single point interaction energies

produced by both our single CPU and the GPU implementa-
tions were validated against those from the original model
implementation for 10 reference structures (Youngchan Kim,
personal communication). We note that the serial CHARMM
implementation gives identical results to the original model.
Second, to verify the MC simulation implementation, we
reproduce the binding affinity for simulations of two protein
complexes originally used in the development of the model,11

namely: (i) the binding of ubiquitin to the UIM1 domain of
the Vps27 protein (abbreviated to UIM/Ub, PDB ID 1Q0W)
29and (ii) the binding of yeast cytochrome c to cytochrome
c peroxidase (Cc/CcP, PDB ID 2PCC),30 both at 300K. We
reproduce the simulation protocol of the original study, using
replica exchange with 20 replicas at various temperatures
between 250 and 600 K, exchanged every 1000 MC steps.
Calculation of the equilibrium binding affinity of each
complex allows for direct comparison with the original
results. Simulations were run for 107 steps per replica, with
a total of 2 × 108 simulation steps for each of 6 concentra-
tions between 100 and 1000 µM. The GROMACS utility
g_cluster31 was used to cluster bound configurations via the
linkage algorithm using root-mean-squared deviations (rmsd)
as a metric, with a cutoff of 0.1 nm.

2.4.3. Initial Application. As a first step toward the
simulation of the assembly of an entire viral capsid, we
simulate the interaction of two identical fragments from the
human HBV capsid. Each unit comprises 4 chains, or a total
of 582 residues, with the structure taken from PDB ID 2G34
(substructure of one fragment). Sampling is done by REMC
with 10 replicas at temperatures between 300 and 416 K
(temperatures follow a geometric progression), exchanged
every 1000 MC steps. Average acceptance ratios are between
16 and 97% for the MC mutations. Simulations were run
for 10 million steps per replica for a total of 100 million
simulations steps. This produced ∼40 000 bound instances
at 300 K which were clustered according to rmsd, as
described above.

3. Software Implementation

Here, we present specifics of the algorithm implementation:
the object-based decomposition, the data bundling and
transfer strategies, and the kernel implementation.

All code was written in C and C++ using the GNU
Scientific Library, the C++ posix thread library, the C++
Standard Template Library and Linux 64-bit operating
system. Versions 2.0-2.3 of the CUDA toolkit were used
for development.

Our application accepts Protein Data Bank (PDB) format
files of atomic protein structures. These files are parsed, and
coarse-grained representations of each protein generated.

3.1. Multithreaded REMC Simulations. Simulations are
initialized with the number of MC steps, the intervals at
which replica exchange is performed, and the sampling
interval. MC mutations were implemented with the aid of
the GSL Mersenne twister pseudorandom number genera-
tor.32 We ensure that the mutation operations preserve the
integrity of molecular structures by performing only rigid-
body rotations or translations. Uniform random selections
of both molecule and mutation type are performed, followed
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either by translation by 0.5 Å or by rotation about a
molecules centroid by 0.2 radians, along a random axis.
Translations are implemented trivially as a vector translation
in 3D with single precision, but rotations, given the ac-
cumulation of error in simulations of such length, require
full double precision. Since the relative error in the displace-
ment of residues from their intended position is approxi-
mately 10-4 after 1 million rotations, the error accumulated
from single-precision rotation would quickly render the data
from simulations unusable. Rotations are thus performed by
generating a quaternion representation along the axis of
rotation and applying it to the residues in the selected protein.
Residue positions are cast to double precision for the rotation
operation and cast back to single precision afterward.

Our implementation of replica exchange is extremely
lightweight, with a negligible contribution to simulation time.
Each replica contains counters for various metrics, such as
the fraction bound and the MC acceptance/rejection ratio,
which are in turn written at the sampling interval to
simulation output files. Because we perform rigid-body
docking, structural information is stored as the rotation and
displacement of each molecule relative to its initial state.

3.2. Data Representation. We employed a hierarchy of
classes to encapsulate the simulation. At the top of the
hierarchy, a replica object encapsulates the data specific to
a replica instance, such as pointers to the specific arrays in
GPU memory, where the replica residue data is stored for
the duration of a simulation. The MC simulations are
encapsulated within each replica. To reduce transfer times,
after any mutation, only the altered molecule is updated on
the GPU before invocation of the GPU kernel.

Each residue bead is represented as a data tuple comprising
the position (relative and absolute) of each residue, the
residue type, the van der Waals radius, and the electrostatic
charge. Proteins consist of a contiguous array of residues,
which ensures that as many residues as possible occur in
the same cache line, consequently improving the rate at
which residues are loaded into cache memory on the CPU
for mutation.

The short-range contact potential, εij, values for the 210
unique residue interaction pairs are stored in a lookup table.
Both the residue array and this look-up table are transferred
once to the GPU, where they persist for the duration of the
simulation. The residue data is stored in the GPU global
memory in arrays of type float4 and float3 to ensure
coalesced reads when kernels access residue data.21 The look-
up table can be stored in several ways: as a noncached global
array, a cached array using constant memory, or a texture
mapped to global memory. We determined the best among
these storage locations via careful profiling of the algorithm,
as discussed above.

3.3. GPU Kernel Implementation. The kernel is the
fragment of code executed by every GPU thread. Our kernel
calculates the pairwise interaction potential (algorithm 1)
which, using the implicit addressing model provided by the
GPU, is applied to residues according to their position in
global memory, as determined by thread and block indexes
and by block dimension. Residue pairs are allocated across
a grid of thread blocks, partitioning the work done by the

GPU into tiles containing subsets of the pairwise interactions.
We use a GPU-optimized parallel reduction33 to compute a
partial sum of the interaction potential for the tile assigned
to each thread block. As the matrix is symmetric, only thread
blocks above the major diagonal contribute to the interaction
potential, and the partial sum is halved for thread blocks on
the diagonal. Partial sums are written back to global memory
on the CPU host, for addition to the total interaction potential,
Utot (eq 1). We found no benefit to performing this ac-
cumulation on the GPU for larger simulations, and this shift
of work to the CPU speeds up the single GPU/multiple
pthread configuration.

Our default implementation stores the data for residues
assigned to a thread block in the shared memory for the
associated symmetric multiprocessor (SM) in a coalesced
manner,asinastronomicalN-bodyCUDAimplementations.14,15

However, as we require more shared memory than previous
implementations, we experience lower occupancy on each
processor because all threads assigned to a processor jointly
access its 16 KB of shared memory. An alternative is the
use of texture or global memory for these residues.

Further, the short-range interaction potential requires
random access retrieval from a lookup table of LJ(typei,
typej), the van der Waals contact potential for a pair of
residues. Unfortunately, this table consists of 210 distinct
values, which may be required in any order, which does not
fit the ideal data model for a GPU.22 Texture memory
tolerates random memory accesses better than other types
of memory on the GPU,21,22 providing us with an alternate
mechanism for implementing the lookup table. However, the
latency hiding effects of multiple threads and caching
afforded by constant memory do not necessarily make this
the best choice. The impact of the type of GPU memory
used for both the residue data and the εij (eq 2) contact
potential lookup table on application performance is dis-
cussed below.

4. Performance Tuning

We followed a staged approach to tuning our application
for optimal performance. First, kernel parameters were
adjusted to ensure that the kernel execution time is as fast
as possible. As the CUDA kernel is an indivisible unit of
work, its optimization is independent of multithreading and
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asynchronous calls. (Note, however, that the most recently
released CUDA-based compute devices can launch different
kernels concurrently.) Once an optimal kernel configuration
was found, multithreading was used to divide work between
CPU cores and overlap CPU and GPU computation. Stream-
ing was undertaken as the last stage of application tuning.

As expected, profiles of a single-threaded CPU imple-
mentation for each of the benchmark cases (Figure 1a)
demonstrate that the O(N2) evaluation of the interaction
potential consumes the vast majority of simulation time;
rotation, translation, and other operations in the MC simula-
tion are relatively inexpensive in comparison. For this reason
there is no real benefit in improving the runtime of these
operations.

For the kernel optimization, the balance of random access
lookup, occupancy, shared memory allocation and the block
size provide a myriad of options. We found best performance
in most cases for a kernel comprising a thread block size of
64 threads, texture memory for constant potential lookups,
and a shared memory model mimicking the GRAPE hard-
ware model.15 We therefore used this configuration to profile
our GPU implementation.

Exporting the interaction potential evaluation to the GPU
leads to a massive reduction in execution time, in the range

of one to three orders of magnitude improvement. Predict-
ably, larger problem sizes benefit most, due to the greater
degree of parallelism in their computation. However, interac-
tion potential calculations still require 90%+ of a simula-
tion’s runtime (see Figure 1). Note that the GPU implemen-
tation requires that data be copied to GPU memory before
and after kernel invocation, which accounts for the increased
“other” operations profile on the GPU as compared to the
CPU.

Instruction-level optimization yielded little improvement
in our kernels due the dependence of the kernel on lookup
table access. Reordering of the pairwise interaction formulas
(eqs 2 and 3, as listed in algorithm 1) results in a few key
optimizations. For one, (σij/r)6 can be calculated once and
stored in a local variable, allowing the powf function to be
called once, as opposed to six times in the original equation
(eq 2). Algorithm 1 also minimizes the divergence in the
calculation by ensuring the branching required to calculate
uij only contains two multiplies and one add operation.
Further, we use the intrinsic GPU functions expf and rsqrtf
to increase instruction throughput. The drawback of this type
of reordering is that more registers are required to store
temporary values, but since it is shared memory rather than
register memory that limits our occupancy, this does not
negatively impact performance.

4.1. Kernel Tuning. The optimal kernel configuration for
a GPU application is dependent on many factors, ranging
from high (thread block size and the GPU grid size) to very
low (use of specific memory types and instruction-level code
optimization) levels.

We load residues within a kernel in the conventional
N-body manner,14 using an array of shared memory within
each thread block to store the residues so that they can be
accessed quickly. However, we require seven 32-bit values
per residue, three more than required for gravitational N-body
simulations, which only store position and mass in shared
memory.14,15 In addition, a patch of shared memory is
required for the parallel sum at the end of each thread block
to produce an overall interaction potential value for all of
the electrostatic interactions of the block. In the gravitational
case, each thread computes and stores the updated velocity
and position of a single body resulting in a much simpler
kernel.

This increased shared memory requirement proves to be
the limiting factor on the kernel performance, as the
occupancy of the SMs on the GPU is limited by the amount
of shared memory available to each thread block. This is
illustrated in Figure 2a. For this configuration, occupancy
on the GPU is constrained to 37.5% in the cases of 64 or
128 threads per block and 25% occupancy in the cases of
32 or 256 threads per block. A thread block of 512 threads
will not execute due to insufficient memory. For smaller
problem sizes, where very few thread blocks are required,
the amount of padding can have a negative impact on the
simulation. For example, 32 threads per block results in the
least padding and thread blocks to execute the kernel, making
it fastest for small problems. Conversely, 256 threads per
block requires the most padding and results in times much
longer than the other configurations. Predictably, performance

Figure 1. (a) Serial CPU and (b) parallel GPU profiles of the
percentage execution time consumed by various operations
(logarithmic scale). The interaction potential calculation ac-
counts for over 97% of the simulation time, approaching
almost 100% for large systems. Analytical estimates for the
expected proportion of time devoted to interaction potential
(Est.) are close to the observed values.
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for larger residues is linked to occupancy in this configu-
ration, as illustrated in Figure 2a. With occupancies of 37.5%,
64 and 128 threads per block perform best, outperforming
32 and 256 threads per block, which can only achieve 25%

occupancy. Thread blocks of 64 threads run the fastest, as
they strike the best balance between occupancy, warps per
block and blocks per SM. This is because, ultimately, the
random access of the contact potentials is a bottleneck on
the GPU, and the fastest configuration is the one that best
hides the cost of serializing this operation. For this reason,
it is important to maximize kernel occupancy.

We experimented with the use of the different GPU
memory typesstexture, global, constant, or sharedsfor
storing the contact potential lookup tables on the GPU. Figure
2b shows the best benchmark performance for each type of
memory. As expected, the poorest performance is experi-
enced using shared memory, which is already limited in
availability. Using shared memory for the lookup table as
well as the residue data results in an even lower occupancy
-6% for 32 and 64 threads and 12.5% for 128 threads, with
a proportional degradation of performance. However, if there
were sufficient shared memory on each SM to fit many
blocks, each containing a constant potential lookup table,
then we would expect performance to improve due to
increased occupancy and faster memory access, even though
this does not accord with the prescribed memory access
model.22 The performance of constant and global memory
is interesting. Since they perform almost identically, it is clear
that the diversity of lookup values prevents the single value
caching afforded by constant memory from having any
impact. This is also the reason why texture performs best;
because of the spacial caching feature of texture memory,
any read from texture memory results in the entire table being
cached on the GPU for 3 SMs. This results in faster lookup
times for all thread blocks running on the SMs which belong
to the texture unit. Both global and constant memory
performance is generally 10-20% slower than its texture
memory lookup equivalent because of this caching effect.

Unexpectedly, some alternative configurations perform
almost as well as the best configuration (using texture
memory for contact potential lookups and shared memory
for prefetching residues for fast access in thread blocks, with
64 threads per block). As shown in Figure 2c, performance
may be improved by increasing the occupancy, using texture
instead of shared memory for the residue data, in part or
entirely. For example, storing only the molecule identifier
and position in shared memory and the rest of the residue
data in texture memory results in a negligible drop in kernel
performance. In this case, the higher access latency of texture
memory is offset by the benefit of higher occupancy
(50-75%). A possible advantage of this configuration is that
large simulations (which we are aiming at) of up to 131 072
residues can be performed using a thread block size of 512
(previously prohibited because of shared memory constraints
allowing a maximum simulation size of only 65 536 resi-
dues). In the case of constant memory, this strategy improves
the performance of all configurations, but not to the extent
that they are faster than the original configuration. As another
example, using constant memory for lookups performs
surprisingly well if all residue data is moved to texture
memory (Figure 2b, red line). With a block size of 128
threads per block, this increases the SMs occupancy to 75%,

Figure 2. (a) Kernel execution time with varying number of
threads per block, using texture memory for the contact
potential lookups. Configurations of 32, 64, 128, and 256
threads per block execute in times indicative of their percent-
age occupancy. (b) Relative performance of alternate memory
locations for storing the residue data. Each entry in the key
lists the location for contact potential lookups storage, the
number of threads per block, the storage location for the
residue data (molecule identifier and position vs rest of data),
with kernel occupancy values in brackets, e.g., Tex, 64,
shared/shared refers to texture memory for contact potential
lookups, 64 threads per block, and shared memory for all
residue data (shared/shared). (c) Relative performance of
various GPU memory locations (global, constant or shared)
for storing the potential lookup table.
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almost matching our fastest kernel and affording the best
latency hiding of any configuration.

Generally we observe that block sizes of 32 threads per
block perform best for simulations of fewer than 1000
residues, and for larger simulations a block size of 64 threads
is optimal. As a result, we incorporated a simple autotuning
feature to achieve better kernel occupancy, simply selecting
a dynamic block size on-the-fly, based on prior kernel
performance. We limit autotuning to block sizes of 32, 64,
128, 256, and 512 threads to satisfy the reduction algorithm.33

We find that the relative differences between our kernels is
minor, provided that a sensible kernel configuration is
selected (Figure 2b and c).

5. Results and Discussion

5.1. Accuracy of the GPU Implementation. Of particular
importance for a successful CUDA implementation of an
algorithm is the accuracy of the mathematical functions
employed by the GPU kernel. A limitation of the GTX280
architecture is that a double precision arithmetic is performed
at one-eighth of the speed of a single precision (30 double
vs 240 single precision units). Although the latest nVIDIA
architectures have better double precision perfromance, single
precision is still significantly faster. On the Fermi GF100,
double precision is performed at half the rate of single
precision with 256 FMAs per clock vs 512 single precision
FMAs.34 Therefore the use of single precision arithmetic is
still required to achieve the best performance on GPU
architectures.

However, care must be taken to ensure that the use of
single precision arithmetic does not result in an unacceptable
reduction in computational accuracy. We find a mean relative
error of 0.00146 for interaction potential calculations in our
GPU implementation and CHARMM, almost identical to the
mean relative error between our CPU implementation and
CHARMM (0.00143). The largest differences occur in the
calculation of the van der Waals component of the interaction
potential. The mean relative error between our double
precision CPU and single precision GPU implementations
is 3.8 × 10-7 (Table 1). In cases where the GPU values
differ most from the CPU, use of the powf function in
calculating (σij/r)6 proved to be the cause, due to its
maximum ULP error of 8.21 A benefit of our GPU kernel is

that pairwise summation is implemented implicitly in the
reduction used to calculate the total interaction potential from
each pairwise potential. This results in the error rate due to
round-off errors growing at a low rate proportional to O
(ε√log n), as compared to O(n) for a simple summation.

5.2. Performance of the GPU Implementation. We
benchmarked simulation times for various options ranging
from a thread on the CPU to multiple threads in combination
with asynchronous calls to the GPU kernel. Multithreading
across CPU cores results in performance improvement
proportional to the number of cores (Figure 3 a) on a dual
core machine, two threads perform twice as fast as a single
thread, illustrating the high scalability of parallel MC
simulations. The benefits of the GPU implementation are
clear. Even a straightforward, single-threaded, single GPU

Table 1. Conformation Energiesa

Conf. CHARMM CPU GPU η

1 -0.294085 -0.293705 -0.293705 2.03 × 10-7

2 -1.056417 -1.056291 -1.056291 2.26 × 10-7

3 -10.278304 -10.277435 -10.277431 4.64 × 10-7

4 -7.584171 -7.580382 -7.580391 1.20 × 10-6

5 -0.000079 -0.000079 -0.000079 3.67 × 10-7

6 -5.564564 -5.562238 -5.562239 2.57 × 10-7

7 -5.452568 -5.480216 -5.480217 2.61 × 10-7

8 -10.670303 -10.711964 -10.711967 2.67 × 10-7

9 -9.904111 -9.900359 -9.900359 0.00
10 -8.518124 -8.527744 -8.527749 5.59 × 10-7

a Comparison of Utot values (kcal/mol) for 10 reference
conformations in the CHARMM implementation (equivalent to the
original implementation)11 and our serial CPU and GPU
implementations. Relative errors (η) are on the order of 10-7, with
an average GPU error of 3.8 × 10-7.

Figure 3. (a) Simulation times for various configurations of
GPU and CPU. The GPU simulations generally outperform
the CPU simulations by two orders of magnitude from as little
as 500 residues. Asynchronous GPU usage proves to be
fastest in all cases, provided the GPU is not shared between
contexts. The overhead of context switching is evident in the
constant difference of 10 s between the multithreaded and
serial asynchronous benchmarks. (b) Speedup of the GPU
implementation over our serial implementation. The use of
CUDA streams results in the best speedup of our implemen-
tation, with the serial asynchronous GPU solution performing
up to 1400 times faster than the serial CPU solution for larger
benchmarks. A clear crossover point occurs for the synchro-
nous multithreaded benchmarks at approximately 3000 resi-
dues; for larger simulations, the cost of context switches is
amortized by the thread level parallelism of the simulation.
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configuration shows a remarkable peak speedup of 600 times
that of the serial CPU solution (Figure 3b, red line). For large
problems (>3000 residues), sharing the GPU among multiple
CPU threads provides an even better performance of up to
800 times that of the CPU (Figure 3b, green line). This is
because multiple threads ensure that the GPU is better
utilized, even though the card has to perform costly CUDA
context switching between threads. It is clear that the benefits
of using a GPU are only fully realized when simulating large
enough problems. For example, our smallest benchmark
shows a speedup factor of 8 for a single thread and actually
performs 30% slower for two threads.

However, the best performance was obtained not with
multithreading but with asynchronous calls to the GPU with
CUDA streams. For streaming with one thread of execution,
we found that any configuration of 2, 4, 5, or 10 streams
performed equally well. Specifically, a configuration com-
prising a single thread with asynchronous GPU calls (Figure
3b, purple line) performs best across all benchmarks, over
1400 times for systems larger than 4000 residues. The
relatively poor performance of multithreaded confirgurations
is partly attributable to the cost of context switches between
threads, a fact highlighted by the constant 10 s performance
difference between the streaming and multithreaded bench-
marks for all system sizes (Figure 3a). Indeed, for smaller
simulations, where the relative penalty of performing a
context switch between threads is greater, a single-thread
configuration (Figure 3b, red and purple lines) always
outperforms the equivalent multithreaded code. For multi-
threaded asynchronous configurations (Figure 3b, maroon
line), the cost of context switching is largely hidden by the
overlap in GPU and CPU computation. Remaining differ-
ences in performance are governed by the kernel efficiency
of a particular implementation. For example, the “kinks” in
the speedup curves are due the scheduling of kernels on the
GPU, occurring for various block dimensions at differing
simulation sizes. Although seemingly large in Figure 3b, the
speedup graph merely exaggerates the effect of the variations
in Figure 2b.

We conclude that the GPU is fully utilized if streams are
used for relatively small problem sizes. However, if streams
are unavailiable, a configuration with as many CPU threads
as cores is likely to provide optimal performance. Macro-
molecular simulations performed using this system run
successfully on a cluster of 1.0 T C870 (G80) cards, where
asynchronous CUDA calls are not supported and each card
only possesses 128 CUDA cores, with half the amount of
shared memory per SM of the GTX280.

5.2.1. Comparison with other CUDA Implementations.
The performance of our GPU kernel is consistent with that
achieved by Friedrichs et al.16 for similar molecular potential
evaluations on the same GTX280 architecture (Figure 4).
The potential evaluation components of our REMC MC
simulations and their CUDA implementation of MD map
similarly to the GPU. However, there are some key differ-
ences in the MC algorithm that makes it more computation-
ally expensive and accounts for the better performance of
the MD code. Our kernel is required to perform a log2 n
reduction of the n2 pairwise potential to a single energy value

(which is used to either accept or reject the MC move).
Reduction requires synchronization before each of its log2 n
iterations and performs one arithmetic operation to two loads
and one store, which impacts negatively on the kernel
performance relative to the MD code. Reduction operations
are memory bound with low algorithmic intensity and
therefore have relatively poor gigaFLOP performance on the
GPU architecture.33 Conversely, the MD kernel includes an
O(n) integration step after the pairwise accumulation, the
higher the algorithmic intensity, separability of these force
calculations and lack of synchronization is better suited to
the GPU architecture and results in slightly better GFLOP
performance for this kernel.

Indeed, it has been noted that, while MD simulation
techniques can be fully implemented on the GPU with
relative ease, this does not hold for MC methods.35 Many
particle MC simulations are difficult to parallelize, both on
conventional parallel architectures and on SIMD hardware,
because the random acceptance moves cause unpredictable
branching and the requirement for global synchronization.36

We do not implement the MC mutation in the kernel but
leave it to the CPU, for reasons of higher double precision
accuracy in the geometric transformations. This also enables
concurrent execution on both GPU and CPU for multiple
replicas, achieving higher overall performance for multiple
replicas as opposed to single replica performance.

In addition, the LJ potential employed coarse-grained
model (eq 2) is more complex that that used by Friedrichs
et al. It is either attractive or repulsive and thus dependent
not only on the distance between residues but also on the
sign of the contact potential. This additional branching
conditional makes the LJ computation more costly to
compute on a GPU. We also do not employ a cut-off radius
for nonbonded interactions, as is the case for the MD code
(on the GPU, a branch in which no computation occurs is
effectively free), our kernel always has to calculate the LJ

Figure 4. Calculation of the interaction potential using a
heterogeneous GPU-CPU calculation achieves peak perfor-
mance of 160 GFLOPS. A comparable MD simulation by
Friedrichs et al. achieves peak performance of 212 GFLOPS.
Branching and reduction operations required to generate our
potential result in lower overall throughput than the MD
simulations, where integration of each atom’s velocity and
position ports more amenably to the GPU architecture.
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force. These differences explain why, though our perfor-
mance follows a similar profile to the MD code, we do not
achieve their same maximum performance level (160 vs 212
GFLOPS, Figure 4). However, measures of FLOPS do not
provide a reasonable metric by which to evaluate the real-
world utility of an implementation. The overall performance
of the simulation is critical, not merely the performance of
the most parallel component. The comparatively lower
performance of our potential evaluation kernel on the GPU
is offset by streaming and multiple replicas in the REMC
algorithm. We keep the branching and synchronization off
the GPU as much as possible, sacrificing single stream
performance for overall throughput. That this is an effective
strategy for MC algorithms is clearly shown by the number
of MC iterations per day achieved by our system (Figure
5). On a dual core machine with one GTX280 card, our GPU-
accelerated code can perform almost 1 billion iterations per
day for a simulations of 2 molecules totalling 100 residues.
(In general, an unbound simulation requires on the order of
1 million to over 10 million iterations per replica before it
reaches equilibrium, depending on the complexity and
number of structures and on at least as many iterations more
to perform sufficient sampling.) The largest simulations of
7668 residues are capable of up to 9 million iterations per
day, whereas the CPU, fully utilizing both cores, manages
only 12 000.

5.3. Validation and Initial Applications. To validate the
correctness of the entire system (the energy function
implementation, the MC algorithms for moving the proteins,
and the replica exchange protocol), we have tested the code
on two systems studied before: the binding of yeast cyto-
chrome c to the cytochrome c peroxidase complex (Cc/CcP,
Figure 6) and ubiquitin to the UIM1 domain of the Vps27
protein (UIM/Ub, Figure 7).29 Binding curves from the
present implementation closely match those from the previ-
ous CHARMM code; a clear validation of the correctness
of our GPU implementation.

For the UIM/Ub system, we have simulated a “full-length”
version of ubiquitin (residues 1-76) in addition to the
truncated ubiquitin (residues 1-72 with flexible C-terminus

removed) reported originally by Kim and Hummer.11 The
results for this system are interesting. The original study used
a truncated form of ubiquitin because the C-terminus has a
flexible tail. This resulted in a dominant population of bound
complexes with native-like structures, with a population
exceeding 40%. In addition, however, approximately 20%
of the bound population comprised structures occuping the
native binding pocket in the ubiquitin but with an inverted
orientation of the UIM1 helix. In our study, we find a similar
result. A cluster analysis of the bound conformations of the
truncated ubiquitin simuilations with a 1 Å rmsd cut-off gives
a 1.0:4.0 ratio of incorrect:correct helix orientations. For the
full length version of ubiquitin, however, there is a slight
increase in overall binding affinity (Figure 7), suggesting
additional favorable interactions between the UIM1 and the
flexible C-terminus of ubiquitin. Furthermore, we find that

Figure 5. One a dual core machine with one GT280 card,
our hybrid CPU-GPU implementation performs almost 1
billion MC iterations per day, outperforming the CPU by 2
orders of magnitude for as little as 500 residues.

Figure 6. Binding affinity for Cc/CcP. Titration curves ob-
tained with simulations using the GPU implementation are
compared with the binding curve from the original reference
implementation.11

Figure 7. Binding affinity for UIM1/Ub. Binding data are given
for a “full length” version of ubiquitin (residues 1-76) as well
as the truncated ubiquitin (residues 1-72) in which the flexible
C-terminus was removed, as in the original publication.11

“Simulation” refers to the present implementation, “CHARMM”
refers to the CHARMM implementation, and “Reference”
refers to the original publication. The small discrepancy from
the reference implementation is probably due to the use of
spherical boundaries in that case, in contrast to the other
implementations which use periodic boundaries.
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inclusion of the C-terminus slightly improves the specificity
of binding. The ratio of incorrect:correct bound orientations
improves to 1.0:6.2, indicating that the C-terminal interac-
tions also preferentially stabilize the correctly bound con-
formation. Plots of the distribution of rmsd to the correct
binding site for the both full length and the truncated
ubiquitin make the shift in population clear (Figure 8). Since
our study still somewhat unrealistically treats the C-terminus
as rigid even when it is included, it will be interesting in the
future to examine whether allowing flexibility in the tail
further favors the correctly bound state.

One of our goals for the application of this code was to
study the assembly mechanism of virus capsids from their
constituent proteins. To test the feasibility of such a study,
we have carried out trial simulations of a pair of protein
fragments (each corresponding to the four protein chains
from the PDB entry 2G33). The results for our trial
simulations of two fragments from the HBV capsid are very
encouraging. The bound conformations were initially clus-
tered using the same method as for the UIM/Ubq complex;
some of the clusters were then combined once the symmetry
of the complex (i.e., AB:CD is equivalent to CD:AB) was
accounted for, resulting in five clusters overall. In Figure 9
we have plotted the distance root-mean-square (DRMS) of
structures from each cluster against their energy. We find
that by far the largest cluster is that representing the correctly
bound conformation, with a DRMS of around 4 Å from the
experimental structure, comparable to that obtained for other
complexes with this potential.11 The correctly bound struc-
tures also have the lowest potential energy. A number of
subsidiary, higher energy, bound clusters was also identified,
indicative of mild frustration on the binding energy landscape.

6. Conclusions

We report a successful parallel CPU-GPU CUDA imple-
mentation of the Kim-Hummer coarse-grained model for
replica exchange Monte Carlo (REMC) protein simulations.
Our software is designed for new hybrid high-performance
computing architectures combining multicore with GPU
accelerators. This type of relatively low-cost parallel archi-
tecture has great relevance for researchers in developing
countries, where High Performance Computing centers are
generally not available.

Our hybrid parallel implementation employs multithread-
ing for the Monte Carlo (MC) replicas and asynchronous
calls to the potential evaluation kernel on the GPU. We did
not explore CPU optimization further than multithreading,
as the real performance gains are to be found in optimizing
the GPU code. The simulation runtime is wholly dependent
on the interaction potential calculations, which accounts for
upward of 98% of the runtime. For the GPU kernel
implementation, we found that the random access contact
potential lookups are the chief performance bottleneck, as
they prohibit defined optimal GPU memory usage patterns.

In general, best performance of our GPU kernel was
achieved through adherence to the three chief tabled “CUDA
best practices”: maximizing parallel execution and optimizing
memory and instruction usage,22 although our solution
illustrates that, for algorithms that do not fit the perfect GPU
programming model, counterintuitive configurations may
perform surprisingly well. Careful assessment of the perfor-
mance of various memory locations for storing contact
potential lookup table was key to achieving optimal perfor-

Figure 8. The distribution of rmsd to the correct binding site
for the UIM1/Ub system in the full length version of ubiquitin
(blue line) as well as the truncated ubiquitin (red line) in which
the flexible C-terminus was removed, as in the original
publication.11 The small but significant population shift from
the incorrectly (b) toward the correctly (a) bound conformation
is clear for the full-length version of ubiquitin.

Figure 9. Bound structures of two viral capsid fragments. The
DRMS from the bound structure is plotted against the potential
energy for two fragments from the HBV virus capsid. Colors
identify the different clusters of bound conformations. Popula-
tion relative to the total bound conformations appears in
brackets in the key. Conformations representative of clusters
1 and 2 are shown above the graph, together with a five-unit
fragment of the HBV native structure.
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mance of our code on the nVIDIA GTX280 GPU architec-
ture, which we finally achieved by bypassing the use of
shared memory entirely in favor of texture memory.

Although the optimal balance between occupancy, memory
usage, and type of memory used we identified is specific to
the GTX280 hardware, in general nVIDIA’s adherence to
their architecture ensures that the optimizations performed
on our code are applicable to past and future hardware.21

With respect to the general applicability of our code, we note
that we found that different memory resource configurations
do not cause extreme changes to the overall simulation
runtime and to our implementation autotunes to achiev a
block size for optimal kernel occupancy. Tuning of memory
usage and problem decomposition remains relevant for the
older GPU cards, which are likely to be around for a while.
The new nVIDIA Fermi architecture has altered the resources
on the GPU. There are four times as many cores per SM,
and L2 cache has been introduced, along with coherent
caching, making the GPU caching model more like the CPU
caching model.34 As the CUDA model has not changed for
the Fermi architecture, performance of our code is likely to
improve because of the increase in the number of cores. Our
simulations require a high degree of accuracy for rotational
transformations, which involves square roots and sine and
cosine functions. These functions still do not meet the
Institute of Electrical and Electronics Engineers (IEEE) 754
compliance on GF100 nVIDIA GPUs. Therefore, it is still
necessary to perform the MC mutations on the CPU with
the new generation of GPU hardware. The adoption of
OpenCL for general GPU programming means that the same
code, when ported to OpenCL, can be compiled to run on
both nVIDIA and ATI devices. The generalization of
OpenCL removes vendor concepts, such as texture memory,
as the effects of texture memory are afforded by the true
caching abilities of new hardware. Porting of our code to
OpenCL is likely to be straightforward. The CUDA Driver
API and OpenCL are very similar, with a high cor-
respondence between functions and most differences relating
to syntax.37 Critically, the model and manner in which a GPU
must be used and the topics discussed here in macro-tuning
our kernels are relevant for both Cuda and OpenCL. We
found very good performance of our accelerated parallel
implementation, achieving over 1400 times speedup over a
serial solution for simulations of systems larger than 4000
residues. On a dual-core machine with one GTX280 card,
our GPU-accelerated code is capable of up to 9 million MC
iterations per day with our largest benchmark simulation of
7668 residues, whereas the CPU, fully utilizing both cores,
manages only 12 000. This allows for more thorough testing
of the Kim-Hummer coarse-grained model. We find that
inclusion of the ubiquitin C-terminus tail increases both the
binding affinity and the specificity of binding for the UIM/
Ub system, even with a rigid model. We also report
successful preliminary simulations using the Kim-Hummer
potential of the binding of two HBV capsid components,
where by far the largest cluster is that representing the
correctly bound conformation.

Simulations of massive protein structures are now within
reach. We intend to use our system for a novel complete

simulation of the assembly of viral proteins into a viral
capsid, a task previously prohibited by the excessive
computation time required. Investigation of this process will
give new insights into molecular self-assembly and may yield
insights useful in the development of therapeutic drugs.

Finally, we note that, although we have only considered
a specific model for protein-protein interactions, our imple-
mentation could easily be generalized to other types of
interaction functions, as well as to other types of coarse-
grained macromolecules (e.g., DNA). Finally, the effective
parallelization approach developed in this work is generally
applicable to N-body problems that require similar random
access to lookup tables, where aspects of the interaction
between bodies are dependent on their type or state.
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Abstract: An analytically coarse-grained model (ACG) is introduced to represent individual
macromolecules for the simulation of dynamic processes in cells. In the ACG model, a
macromolecular structure is treated as a fully coarse-grained entity with a uniform mass density
without the explicit atomic details. The excluded volume and surface of the ACG macromolecular
species are explicitly treated by a spherical harmonic representation in the present study
(although ellipsoidal, solid, and radial augmented functions can be used), which can provide
any desired accuracy and detail depending on the problem of interest. The present paper focuses
on the description of the internal fluctuations of a single ACG macromolecule, modeled by the
superposition of low frequency quasiharmonic modes from explicit molecular dynamics simulation.
A procedure for estimating the amplitudes, time scales of the quasiharmonic motions, and the
corresponding phases is presented and used to synthesize the complex motion. The analytical
description and numerical algorithm can provide an adequate representation of the internal protein
fluctuations revealed from the corresponding atomistic simulations, although the internal motions
of ACG macromolecules do not explore motions not exhibited in the dynamic simulations.

1. Introduction

Molecular dynamics simulations of biological macromol-
ecules in explicit aqueous solution offer the most detailed
information at the atomic level, which is essential for the
understanding of dynamics, binding, and activity of these
systems.1 Tremendous progress has been made both in the
advance of computer architecture and in the development
of computational algorithms, enabling atomistic dynamics
simulations to treat systems containing millions of atoms2

and the dynamics lasting up to milliseconds.3,4 However,
the spatial and temporal scales needed to address questions
relevant to cellular processes such as protein-protein and
protein-nucleic acid interactions and macromolecular as-
sembly dwarfs the most sophisticated atomistic approaches
available today and perhaps in the distant future.5 In such a
mesoscopic system, it is necessary to use a coarse-grained
approach to describe the individual macromolecular compo-
nents.6,7 In this series of papers, we present an analytically
coarse-grained (ACG) model to represent macromolecular

entities such as proteins and nucleic acids as single building
blocks that can be used to study macromolecular interactions
and assembly in biological cells.

In the past decade, significant efforts have been devoted
to the development of coarse-grained models to circumvent
the need for describing molecular systems with increasing
demands in size and time.8 Nevertheless, the concepts of
atoms and molecules are deeply rooted in our perception of
intermolecular interactions; not surprisingly, coarse-grained
models typically involve interaction sites in terms of reduced
representation of the detailed atomic features of the target
system. The early united-atom force field is an example of
this type of coarse graining,9,10 and recent advances have
enabled a much larger number of atoms to be grouped into
a united site along with continuum elastic network models.8

However, to model macromolecular interactions and as-
sembly such as the mechanism of a virus capsid formation,
the detailed sequence and the “united-atom” constituents are
no longer critical, and it becomes unnecessary to enumerate
the specific pairwise interactions between coarse-grained
groups among proteins. On the other hand, the use of regular* Corresponding author e-mail: gao@jialigao.org.
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geometrical shapes seems too crude. Indeed, the key
structural components are the specific shape and the excluded
volume of each capsid protein along with their intrinsic
dynamic fluctuations and the accompanying surface elec-
trostatic potential and surface tension. The detailed atomistic
interactions, of course, are essential for recognition and
binding when two macromolecular particles are in close
contact, but these are not the types of details needed for
transport processes in the cell. It appears to be desirable to
develop a theoretical method that is not restricted to the
detailed features of atoms and molecules or coarse-grained
interacting groups in a large system; yet, the individual
macromolecular species still retain the information of, and
are constructed based on the detailed atomistic coordinates
determined experimentally, which also provide all physical
and biological properties needed to model the dynamic
system. Furthermore, the intrinsic fluctuations of the coarse-
grained macromolecules relevant to the time scale of the
dynamic model for the mesoscopic system need to be taken
into account.8 To limit the scope of discussion, the present
article is only concerned with the representation of the
internal dynamic fluctuations of an ACG macromolecule
itself, which are derived from explicit molecular dynamics
simulations.

To this end, we make use of the mathematical tools of
spherical harmonic analysis to represent the macromolecular
particles of interest; spherical harmonic analysis has been
extensively applied in a wide range of areas such as
geopotential,11 topography,12 and physics as well as motion
picture and gaming animation. Since analytical harmonic
basis functions are used, the method that we design for
modeling cellular processes is called the analytical coarse-
graining (ACG) of macromolecules. The harmonic repre-
sentation can also be used directly to describe the physical
interactions and to model the dynamics of the system, which
will be detailed in the next papers. Our strategy provides a
single, unifying theory and computational algorithm to study
macromolecular systems consisting of thousands of macro-
molecular particles and entities. In such an approach, each
macromolecular unit, such as a protein, is “coarse-grained”
as a single moiety of uniform mass density whose excluded
volume is encompassed by its solvent-accessible surface that
is represented by a set of analytical harmonic basis functions.
Furthermore, its physical and biological properties can be
treated by exactly the same mathematical procedure as the
representation of the macromolecule. Here, we describe the
treatment of the intrinsic dynamic fluctuations of a single
ACG protein using spherical harmonic functions.

Although the mathematical tools of spherical harmonic
computation have been established since the 1780s and
modern numerical techniques have greatly enhanced the
computational speed,13,14 Max and Getzoff,15 and Olson and
co-workers, were among the first to apply spherical harmonic
functions to the visualization of molecular surfaces as a
graphics rendering tool.16-20 Recent years have seen the
increased usage of this technique to model protein-ligand
interactions and protein docking.21-25 Buchete et al. used
spherical harmonics to analyze coarse-grained potentials for
folding calculations.26 In a subsequent publication, Duncan

and Olson described the possibility of animating the dynamic
motion of a protein to render real-time graphics visualiza-
tion;27 however, it does not appear that specific investigations
have been reported. The approach described by Olson and
co-workers was aimed to follow the time-dependent Cartesian
coordinates of a protein surface as modeled by normal mode
dynamics; the method provides an efficient procedure to
generate graphics rendering, but it does not guarantee single-
valued properties on the surface, nor is it suitable for
modeling protein dynamic motions.19,27 In contrast, the
method described in this article focuses on radial fluctuations
of an ACG protein surface that concerns no atomic details,
but it is designed to model the most significant dynamic
motions revealed from an explicit molecular dynamics
trajectory, in which the radial fluctuations are decomposed
based on quasiharmonic dynamic analysis. The latter has
been extensively explored to characterize large amplitude
motions and quasiharmonic vibrational modes of proteins
and nucleic acids;28-32 it provides an adequate analytical
procedure to describe the global large amplitude motions of
a fully coarse-grained macromolecule with spherical har-
monic representation. In addition, for a set of well-chosen
numerical quadrature points in the spherical harmonic
analysis, our approach provides an efficient procedure for
evaluation of molecular properties.

In the following, we first present the analytically coarse-
grained (ACG) model and computational details, focusing
on the use of spherical harmonic basis functions. Then, we
describe a procedure for constructing a mathematical approac
to describe the intrinsic quasiharmonic dynamic fluctuations
of a protein based on the information from molecular
dynamics simulations in explicit solvent. This is followed
by an illustrative example to show the feasibility of modeling
protein fluctuations without explicit atomic details using the
ACG model. Finally, we summarize the key findings of the
present study.

2. Method

Throughout this article, we mainly use the homodimeric
enzyme, orotidine 5′-monophosphate decarboxylase (OMP-
DC), as an illustrative example, which consists of two
�-barrels of eight strands of �-sheet and eight R-helices.33

In this article, for convenience of discussion, we focus on
the use of a spherical harmonic basis, with which the ACG
method is applicable to any macromolecular systems that
have star-like topology.15 We note here that this is not a
restriction because any geometrical shapes including non-
star-like macromolecules can be represented in the ACG
model by augmenting radial functions such as the Zernike
function or Slater-type radial functions,23-25,34,35 but we shall
not discuss these approaches here. In the rest of the paper,
we interchangeably use the terms of “protein” and “macro-
molecule”, which include proteins, nucleic acids, lipids, and
other components of a macromolecular assembly, without
specific distinction. In this section, we first outline a
qualitative description of the coarse-grained macromolecular
model. Then, we provide a brief summary of spherical
harmonic representation of the surface of a macromolecular
structure. This is followed by the description of incorporating
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internal dynamic fluctuations of the protein based on the
information obtained from principal component analysis
(PCA)29,30 of the atomistic molecular dynamic trajectory of
OMPDC in water.33 The purpose in this article is not aimed
at studying the dynamics of proteins using quasiharmonic
dynamics; the latter has been thoroughly investigated and
its applications and limitations have been characterized.29-32

The goal here is to illustrate the capability and procedure of
incorporating low-frequency, large-amplitude dynamic fluc-
tuations, as revealed by an explicit dynamics simulation, into
a fully coarse-grained protein model.

2.1. Description of a Macromolecular Particle. We
consider a macromolecular structure, which can be a protein
or a domain of a protein complex, a segment of nucleic acids,
or a protein-nucleic acid complex, as a single entity of
uniform mass density. The excluded volume of a given
macromolecular structure is defined as the cavity enclosed
by the solvent-accessible surface (or the van der Waals
surface depending on needs), originating from the detailed
three-dimensional atomic structure determined experimen-
tally by X-ray crystallography or NMR, or generated
computationally by homology modeling and protein-folding
prediction in the absence of experimental data. Note that the
solvent-accessible surface encloses a molecular volume
which may be significantly greater than that defined by its
van der Waals surface, the latter of which is more appropriate
for evaluating the macromolecular density. All biochemical
functions and physical properties of the macromolecule are
fully encoded in the three-dimensional structure, necessary
for microscopic and mesoscopic modeling of intermolecular
interactions, including electrostatics and hydrophobic surface
tension. The characteristic features of a macromolecular
structure are considered to have distinguishing features both
in size and property from small molecules, peptide fragments,
ligands and cofactors, ions and solvent molecules, although
the specific criteria depends on a particular application.

From the onset, we do not consider the detailed atomic
coordinates or interaction sites; the entire macromolecular
unit is a single coarse-grained entity. This is justified as a
result of statistical averaging over the spatial and temporal
scales to be used to model the dynamic system, which is the
cell. However, the size, as defined by the excluded volume
occupied by the individual atoms, ligands, and perhaps a
small number of buried or surface solvent molecules, and
the shape, as represented by the solvent-accessible surface,
of a given macromolecule are necessary and critical to a
physics-based approach; they are well-defined in our ACG
model (vide infra) by a single mathematical approach for
all types of macromolecular particles of different sizes and
shapes, which can be used to systematically provide any
desired accuracy and detail of the coarse-grained macro-
molecule. The definition of a uniform mass density within
its excluded volume is akin to the use of a continuum solvent
model and a single interior low dielectric constant for a
protein in Poisson-Boltzmann calculations and is consistent
with our goal of modeling the dynamics of the entire system,
which involves the integration of equations of motion at a
time step in the order of tens of picoseconds to nanoseconds
per iteration. Thus, the representation of the macromolecular

species is an average of the system over the time series of
the coarse-grained model,8,36,37 involving the internal atomic
fluctuation and spatial orientation when the center of mass
of the macromolecule is chosen as a reference point.

Throughout this article, the method of Lee and Richards
is used to define the macromolecular surface and the
excluded volume,38 although other approaches are avail-
able.39

2.2. Spherical Harmonic Representation of a
Macromolecular Particle. The method of using spherical
harmonics functions to represent the surface of globular
proteins was described by Max and Getzoff15 and later by
Duncan and Olson and by others.16,17,19,20 Here, we briefly
summarize the key elements of this approach and highlight
the numerical details employed in our implementation.

Arising from the solution of Laplace’s equation in spheri-
cal coordinates, the spherical harmonic expansion is the
spherical coordinate analog of the widely used Fourier series
expansion. Spherical harmonic representations of macro-
molecules provide not only a smooth and aesthetically
pleasing surface, but also the ability for evaluating surface
properties such as normal vectors and principal curvature.
For any star-like surface, which is single valued in the radial
direction of (θ,φ) with respect to an origin, there exists a
spherical harmonic expansion given as follows:

where θ denotes the latitudinal or zenith angle (0e θ eπ),
φ specifies the longitudinal or azimuth angle (0 e φ < 2π),
S(θ,φ) is the radial distance of the surface at angular
coordinate (θ,φ), alm are the expansion coefficients and
Yl

m(θ,φ) are the real spherical harmonic basis functions, which
are orthonormal under the L2 inner product. We have used
the center of mass as the origin in all calculations, and the
local axis is generally chosen to coincide with the principal
moments of inertia. In general, S(θ,φ) can be any scalar
physical or chemical property mapped on to the surface of
a unit sphere.

The real spherical harmonic basis functions are defined
by

where Pj l
m(cos θ) denotes the normalized associated Legendre

polynomial of the first kind, of order m and degree l. Methods
exist for evaluating the Legendre polynomials of eq 2, one
of which is discussed in ref 40, and ref 22 lists a technique
yielding more numerically stable results.

Making use of the orthonormal property of the real
spherical harmonic basis functions under the L2 inner
product, the expansion coefficients in eq 1 are given by

S(θ,φ) ) ∑
l)0

∞

∑
m)-l

l

almYl
m(θ,φ) (1)

Yl
m(θ,φ) ) { 1

√2π
Pj l

0(cos θ) m ) 0

1

√π
Pj l

m(cos θ)cos mφ m > 0

1

√π
Pj l
-m(cos θ)sin mφ m < 0

(2)

alm ) ∫0

2π ∫0

π
S(θ, φ)Yl

m(θ, φ)sin θ dθ dφ (3)
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In practice, the infinite sum of eq 1 is truncated to a
relatively small value L, which produces an approximate
surface S. Thus, it is only necessary to determine (L + 1)2

coefficients and function values for the evaluation of points
on the surface:

The Cartesian coordinates of vertices used to form a
triangulated mesh for graphics display are obtained from the
corresponding values in the polar spherical coordinates. This
differs from the approach of Duncan and Olson,16,17 who
used spherical harmonics expansions to directly approximate
the Cartesian coordinates of surface points. Although the
direct representation of the surface Cartesian coordinates is
convenient for graphics display, it is not suitable for
computation of molecular properties of the system, including
intermolecular interactions.

2.3. Dynamic Motion. 2.3.1. Quasiharmonic Dynam-
ics. We use the lowest frequency modes from principal
component analysis (PCA) of a molecular dynamics
trajectory of a solvated protein to represent its dynamic
fluctuations; the dimeric enzyme OMPDC is employed as
an illustrative example. The PCA results show the
directionality and frequency of protein dynamic motions,
in which the lowest frequency modes are typically
correlated with protein conformational changes and have
been used to interpret conformational variations observed
experimentally.41 Although other approaches such as the
continuum elastic network model can be used,42 for an
analytically represented coarse-grained protein without the
explicit details of atomic structure, the PCA modes provide
the most direct connection to the dynamic motions
sampled during an explicit molecular dynamics simulation.
The animation of atomic motions following a given normal
mode and quasiharmonic dynamics simulation of the
complex motions of a macromolecule have been widely
used in structure and dynamics analyses at the atomic
details. Voth and co-workers described a method to map
coarse-grained sites on the basis of PCA modes,43 and
the model has been extended to using the low-frequency
normal modes of an elastic network model for the
protein.44 Our method follows a different route of
representation than that of Zhang et al.;43,44 in ACG, the
model is used to represent and animate the low-frequency
PCA modes, rather than being derived from PCA. We
apply the approach of quasiharmonic dynamics to model
the internal fluctuations of coarse-grained macromolecules.

The overall protein fluctuation is obtained by the super-
position of individual quasiharmonic modes:

where Rj(0) and Rj(t) are the coordinates of atom j at time
0 and t, respectively, and K is the number of quasiharmonic
modes used to animate the total dynamic fluctuation of the
system. In eq 5, the parameters associated with mode k, ωk,

Qk, λk, and σk are the frequency, mode direction eigenvector,
phase, and amplitude, respectively. The phase λk is associated
with the initial atomic positions, and the thermal average of
the second moment of the amplitude distribution is given
by σk

2 ) kBT/ωk
2, where kB is Boltzman’s constant and T is

temperature. The value of K in eq 5 is restricted by the
integration time increment, τ, used to propagate the dynamic
equations of the coarse-grained system such that τ > 2π/ωK.
Typically, the inclusion of the lowest 10 to 20 modes is more
than sufficient to represent the most significant large-
amplitude motions.

Here, we use the lowest frequency quasiharmonic motions
to represent the internal dynamic fluctuations of analytically
coarse-grained macromolecule particles. The limitation of
this approach is that it will not produce information for even
larger amplitude motions that have not been uncovered in
the explicit molecular dynamics simulation. Thus, if the
protein undergoes folding and unfolding exchange, it is not
appropriate to use the present model; however, it is possible
to incorporate into the present treatment conformational
transitions for which structures in different conformation
substates have been determined experimentally (e.g., by
X-ray crystallography or NMR). Nevertheless, our approach
is not a simple reproduction of the fluctuation of the
molecular dynamics trajectory itself because collision be-
tween different coarse-grained macromolecular species can
cause random changes in the amplitude and phase of each
quasiharmonic mode, resulting in different combinations of
modes and trajectories.

Previously, Duncan and Olson proposed a method for
shape analysis of protein dynamic surfaces.27 In that ap-
proach, the Cartesian coordinate displacements of surface
points corresponding to triangulation vertices were obtained
from the static surface and the expansion coefficients for the
normal mode eigenvectors projected to these points. Al-
though the method is extremely useful for fast visualization
of surface motion, it is not designed to model real-time
dynamics. Furthermore, the displacements of triangulation
vertices in such a shape analysis algorithm are not suited
for property evaluation because the quadrature points and
weights will have to be recomputed, which is impractical
for real time dynamics simulations. In our approach, the
surface deformation is restricted to the direction along the
radial vector, consequently preserving the angular coordinates
(θi,φj) and the precomputed numerical weights.

2.3.2. Definition of Surface Displacement Vector. We
begin with a molecular dynamics trajectory {R(tn); n ) 0,
1, ..., N} that was saved at time slice tn, where R(tn) is a
vector of all atomic coordinates. Principal component
analysis of this trajectory yields a set of quasiharmonic
vibrations with frequencies {ωk} and eigenvectors {Qk}. The
K lowest frequency modes will be used to model the total
dynamic motions that have been sampled by the original
molecular dynamics simulation.

For each mode k, we use two distorted configurations
generated by following the eigenvector direction stretched
to -2σk and +2σk from its mean, denoted by Rk

-2σ and Rk
+2σ,

to represent approximately the “lower” and “upper” bound
of an amplitude, respectively. Let {Sk

-2σ} and {Sk
+2σ} be the

S(θ,φ) ≈ ∑
l)0

L

∑
m)-1

l

almYl
m(θ,φ) (4)

Rj(t) ) Rj(0) + ∑
k

K

Qjkσk cos(ωkt + λk) (5)
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solvent-accessible surfaces (SAS) for the two extreme
configurations associated with mode k. Given a set of surface
points, {uij ) (θi,φj); i ) 1, ..., Mθ; j ) 1, ..., Mφ}, where Mθ

and Mφ are the number of quadrature points, the radial
displacement, due to quasiharmonic vibration of mode k, at
the surface point uij ) (θi,φj) is defined as the 2σk variance:

The vector qk, which can be considered as a property of a
unit sphere, represents the approximate amplitude (see below)
and direction of surface deformation associated with PCA
quasiharmonic mode k:

Consequently, the radial displacement vector can also be
expressed by a spherical harmonic expansion whose coef-
ficients are determined using the same procedure as for the
molecular surface itself (eq 3):

2.3.3. Frequency and Phase. Although the rank of the low
frequency modes from principal component analysis is very
reasonable, the quantitative values of the lowest quasihar-
monic vibrational frequencies and the associated time scales
are not expected to be accurate to represent the real time
dynamic motion.29-32 Thus, one needs to seek a different
way to obtain the desired oscillatory frequencies. We
examined the time dependence of the projections of the
instantaneous coordinate vector onto the normalized quasi-
harmonic eigenvectors, seven of which are shown in Figure
1, corresponding to PCA mode numbers 1, 2, 4, 10, 50, 100,

and 1000 over a total of 8 ns MD trajectory. Although not
unexpected, we are pleased to see the oscillatoroy behavior
of each mode, and the amplitudes and frequencies of these
oscillations roughly coincide with the order of the PCA
modes. For modes above number 50, the fluctuations
illustrated in Figure 1 can be considered as noise (friction)
with respect to the motions of the lowest frequency modes.
Importantly, it appears that the PCA mode-projection results
can be used to estimate the quantitative frequencies as well
as the phase with respect to the structure at time t0 ) 0
needed to animate the complex motion of the superimposed
fluctuations.

To this end, we used a sinusoidal fitting procedure to
optimize the amplitude Ak (not used for mode animation,
see below), frequency ωk, and phase λk in eq 9 for each mode
to best reproduce the time-dependent quasiharmonic mode
projection data.

In Figure 2, we depict the fitted curves against the raw
data for modes 1, 2, 4, and 10, whereas the results for the
first 20 modes are given as Supporting Information. Table 1
lists the optimized amplitudes, frequencies, and phases for
the first 20 modes, the first 10 of which are used to represent
the overall protein dynamics fluctuations as an illustrative
example in this article. An alternative approach is to use the
spectral transform of the autocorrelation function of the
quasiharmonic mode fluctuations.

2.3.4. Time EVolution of the Dynamic Fluctuation. The
SAS surface S(t0) corresponding to the structure R(t0) at
time t0 ) 0 in the dynamic trajectory is chosen as the
starting configuration and is expressed in terms of spheri-
cal harmonics basis as follows:

where Sij(0) is the radial distance at an angular coordinate
uij ) (θi,φj), and the coefficients {alm

o } are determined
according to eq 3. We assume that the dynamic modulation
of the protein surface associated with mode k also has
the same frequency. Thus, the atomic coordinates in eq 5
are replaced by protein surface points, and we write the
total surface radial displacement at point uij ) (θi,φj) as
follows:

where Wk is a mode weighting factor to be determined by
least-squares fit to the instantaneous surfaces S̃(tn) of the
structures sampled by the explicit molecular dynamics
simulations in the entire trajectory, {R(tn)fS̃(tn); n ) 0,
1, ..., N}. Equation 11 preserves the angular coordinates,
consequently all precomputed values of the spherical
harmonic functions and quadrature weights needed for

Figure 1. Histogram of the computed projection of instanta-
neous molecular structure of OMPDC in water onto normal-
ized eigenvector directions of the lowest quansiharmonic
mode (black), the second (red), the fourth (purple), the tenth
(green), the fiftieth (blue), the one hundredth (orange), and
the one thousandth (cyan) modes.

qij
k ) 1

2
[Sk

2σ(θi,φj) - Sk
-2σ(θi,φj)] (6)

qk ) ( q11
k

q21
k

· · ·
qPθPφ

k ) (7)

qij
k ) ∑

l)0

L

∑
m)-l

l

clm
k Yl

m(θi,φj) (8)

Mk(t) ) Ak cos(ωkt + λk) (9)

Sij(0) ≡ S(t ) 0, θi, φj) ) ∑
l)0

L

∑
m)-l

l

alm
o Yl

m(θi,φj) (10)

Sij(t) ) Sij(0) + ∑
k)1

K

Wkqij
k cos(ωkt + λk)

) ∑
l)0

L

∑
m)-l

l

[alm
o + ∑

k)1

K

Wkclm
k cos(ωkt + λk)]Yl

m(θi, φj)

(11)
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property evaluations (as well as for real-time graphics
animation).45

The mode weighting factors in eq 11 are determined by
minimizing the following error function:

It is straightforward to show that the minimization yields a
linear equation that can be conveniently solved.

where the matrix elements are defined as follows:

3. Numerical Considerations

The spherical harmonic expansion coefficients are determined
by sampling surface values (coordinates) to approximate the
integral of eq 3. A number of methods for optimizing surface
point distribution are available including the use of a geodesic
unit sphere.46 In the present application, realizing that the

Figure 2. Sinusoidal fit of harmonic frequencies and phases (with respect to the structure used at the start of the molecular
dynamic simulation of OMPDC) to the oscillatory structural projections illustrated in Figure 1 for modes number 1, 2, 4, and 10.

Table 1. Optimized Amplitudes (Å), Frequencies (rad/ns),
and Phase (rad) for the Time-Dependent Quasiharmonic
Mode Projection along the Molecular Dynamics Trajectory of
the Protein Orotidine Monophosphate Decarboxylase As
Represented by Eq 16

mode Ai ωi λi

1 18.0 0. 60 2.25
2 13.4 0. 86 5.89
3 9.8 1.55 1.05
4 7.3 1.37 6.17
5 3.0 2.71 2.50
6 1.3 7.37 4.02
7 6.5 2.12 2.97
8 5.0 2.72 1.62
9 3.9 2.66 3.32
10 4.8 3.33 1.10
11 3.2 3.37 6.00
12 3.3 2.65 1.22
13 0.4 3.79 0.69
14 2.7 4.10 5.47
15 2.6 4.17 2.66
16 0.9 5.01 6.21
17 2.1 4.72 1.33
18 2.5 4.22 5.78
19 1.7 7.59 1.71
20 1.2 7.59 1.60

ε ) 1
N ∑

n)1

N

∑
ij

[Sij(tn) - S̃ij(tn)]
2 (12)

∑
k)1

K

BqkWk ) Dq; q ) 1, ..., K (13)

Dq ) 1
N ∑

n)1

N

∑
ij

[S̃ij(tn) - S̃ij(0)]Uij
q(tn) (14)

Bqk )
1
N ∑

n)1

N

∑
ij

Uij
q(tn)Uij

k(tn) (15)

Uij
q(tn) ) ∑

l)0

L

∑
m)-l

l

clm
q cos(ωqtn + λq)Yl

m(θi,φj) (16)
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integral in θ is formally a Fourier transform, the numerical
integration can be evaluated using M equispaced points to
take advantage of fast Fourier transform (FFT) at a comput-
ing scaling of �(Mlog M). There are two ways of selecting
points in φ; the first is to use Gauss-Legendre quadrature
nodes and weights, which needs only M/2 points, whereas a
set of equally spaced points can be selected, which is
equivalent to Chebychev nodes in cos φ.45,47 The latter is
convenient to use but less efficient computationally and
requires a total of M points for the same accuracy. The
numerical scaling for integrating in φ is �(M3).

If the sampling points used in the evaluation of the integral
in eq 3 are chosen to coincide with the numerical quadrature
values, {(θp,φq); p ) 1, ..., Mθ; q ) 1, ..., Mφ}, the numerical
procedure for property calculation can be greatly simplified.
In all cases, the associated Legendre function values are
precomputed along with the measure, sin θi, and quadrature
weights (see Appendix) for a given structure and stored. The
use of (sin θi)1/2Pl

m(θi,φj) preconditioning in property calcula-
tions can greatly increase numerical stability by keeping the
product roughly constant.47

All computations and illustrations are performed using a
software package written in our laboratory.

4. Discussion

Figure 3 illustrates the spherical harmonic rendering of the
trimeric structure of the capsid protein (2FZ2) of turnip
yellow mosaic virus at various degrees of representation up
to L ) 30. By simple inspection, the domed triangular shape
is not directly associated with a unit sphere, but the 3-fold
symmetry of the complex is already represented at L ) 3,

and the domed structural feature is clearly visible with L )
4 and 5. As the degree of spherical harmonic basis increases,
the molecular shape and detail is well described with an L
above 10, while greater local features can be found using
higher degrees. In principle, the spherical harmonic repre-
sentation can yield any desired accuracy by increasing the
value of L. However, it should be kept in mind that the
protein or macromolecular structure that we model is a
coarse-grained representation of a distribution over the time
scale of the integration step used in Brownian dynamics
simulations. Thus, there is no reason to use a very high
degree of L to generate an “accurate” surface that is in fact
beyond the variance of the surface amplitude fluctuation over
the time interval in Brownian dynamics simulations. In fact,
a certain degree of fuzziness is especially desired for these
computations, a subject to be addressed in the future. We
have found that a value of L ) 10-15 is adequate to provide
a compromise of quantitative shape and volume description
and sufficient distinguishing details of different proteins. At
this level of representation, a total of 121 to 256 terms is
needed in the spherical harmonic expansion in eq 1.

To animate the dynamic fluctuation of spherical harmonics
coarse-grained OMPDC, we have determined the surface
radial displacement amplitudes of the ten lowest quasihar-
monic modes of vibration from principal component analysis,
which contribute to the overall fluctuation throughout the 8
ns molecular dynamics simulation. The optimized mode
weighting factors in eq 11 for the first ten modes are listed
in Table 2. The weighting factors are about 0.5 for these
low frequency modes, which is a reflection that the ap-
proximate “amplitudes” used to define the surface radial

Figure 3. Spherical harmonic reconstruction of the Lee and Richards surface for the trimer complex of the capsid protein of turnip
yellow mosaic virus using representation degrees of L ) 3, 4, 5, 10, 12, 15, 20, 25, and 30 numbered from top left to bottom right.
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displacement vectors by stretching the quasiharmonic de-
formation to (2σ limits is used so as to obtain a large
contrast in the analysis. The minimization procedure reduces
the initial large variations to about (1σ, further suggesting
that the procedure employed in the present study is a
reasonable approximation to represent the overall protein
fluctuation. However, as the frequency (mode number)
increases, one standard deviation is not a good measure of
the dynamic contributions due to stochastic collision and
coupling with fast motions. The small weighting factors for
modes 5 and 6 indicate that the associated fluctuations from
the principal component analysis may not be well described
by quasiharmonic vibrational motions (Figure 4), perhaps
due to conformational jumps, or a longer equilibration that
is needed in the original MD simulation, or the fact that the
explicit molecular dynamics simulation is rather short.

Using the frequencies, phases, and amplitudes optimized
using the procedure outlined in section 2 by means of principal
component analysis of a molecular dynamics trajectory to train
the large amplitude dynamic behavior of the ACG model for
OMPDC, we carried out quasiharmonic dynamics animation
of the compounded motion of the ten lowest frequency
quasiharmonic modes for 0.25 µs at an integration increment
of 25 ps per step, which took about 1 min on a desktop
workstation. Figure 5 shows three structures from the trajectory
using the initial conditions listed in Tables 1 and 2. Although
it is difficult to distinguish the relatively small surface variations
in the static pictures, a movie that is given as Supporting
Information (SMovie 1) does provide a more vivid depiction
of the dynamic fluctuations of the trajectory. Figure 6 shows
the computed volume histogram of the ACG protein (see
below). Not surprisingly, the primary periodicity is dictated by
the lowest frequency mode, which has the largest amplitude
contributions to the complex motion (Tables 1 and 2), and the
spectral transform of Figure 6 shows frequencies that coincide
with the input listed in Table 1.

Note that although the surface radial displacement vectors
were obtained by considering the corresponding quasihar-
monic modes of atomic vibrations, the radial vectors do not
possess an orthorgonality relationship, and the least-squares
fitting procedure used to optimize the displacement ampli-
tudes also introduces contributions from other modes not
specifically characterized purely by each quasiharmonic
mode. Further, the amplitude for each quasiharmonic mode
represents an average fluctuation sampled in the original
molecular dynamics simulation; however, the maximum

fluctuations can be significantly greater than the individual
averages due to stochastic collisions with solvent molecules
as well as mode coupling. Consequently, stochastic effects
may be included in mode synthesis by randomly increasing
and decreasing the amplitudes that yield the correct means
over a long trajectory and satisfy the condition of the second
dissipation theorem.

The fluctuation of the excluded volume defined by the
protein surface for OMPDC, which can be conveniently
determined by

is shown in Figure 6 at different degrees of approximation
from L ) 5 to L ) 20. In eq 17, wi and wj are the
quadrature weights and the values {S(θi,φj)} are already
determined during the dynamics animation. There is no

Table 2. Computed Mode Weighting Factors to Represent
the Overall Complex Protein Fluctuations Using the First
Ten Lowest Quasiharmonic Modes

mode Wk

1 0.53892
2 0.48497
3 0.48692
4 0.42098
5 0.09645
6 0.05428
7 0.42884
8 0.29127
9 0.33406
10 0.37536

Figure 4. Sinusoidal fit of harmonic frequencies and phase
(with respect to the structure used at the start of the molecular
dynamic simulation of OMPDC) to the oscillatory structural
projections illustrated in Figure 1 for modes number 5 (a) and
6 (b). Note that if the trajectory of the first 1 ns is discarded in
mode 6 evaluation, the frequency and amplitude are both
reasonable, suggesting there is either a conformational jump
or change in the first 1 ns.

V ) ∫0

2π ∫0

π ∫0

S(θ,φ)
r2 sin θ dθ dφ dr

) 1
3 ∫0

2π ∫0

π
S3(θ,φ)sin θ dθ dφ

≈ 1
3 ∑

ij

S3(θi,φj)sin θi wiwj

(17)
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major difference for the results obtained using L ) 15
and L ) 20, suggesting that the use of a spherical
harmonic representation of degree 15 is sufficiently
accurate to model the molecular volume. At L ) 10, the
average volume is about 84.3 ( 0.2 nm3, which is less
than 0.4% smaller than an average value of about 84.6 (
0.2 nm3 at higher orders. The lower order at L ) 5
introduces an error of about 1% in volume. Note that the
excluded volume determined by solvent-accessible surface
is significantly larger than that encompassed by the van
der Waals surface of the macromolecule. Using the initial
structure in the molecular dynamics simulation, the ratio
between the volumes defined by the solvent-accessible
surface and the Bondi van der Waals surface (scaled by

1.20 as proposed by Luque and Orozco48 in the calculation
of solvation free energies treating the solvent as a
polarizable dielectric continuum) is 1.46. If this factor is
taken into account, the average molecular density of dry
(without solvent molecules) OMPDC is estimated to be
1.315 ( 0.002 g/cm3, in excellent agreement with the
typical protein density (1.35-1.40 g/cm3) estimated
experimentally.49,50 If the extra volume enclosed by the
solvent-accessible surface is filled with water molecules
(about 850 water molecules) at the bulk density, the
average density of cavity included in the spherical
harmonics coarse-grained protein is estimated to be about
1.20 g/cm3, which may be considered as the macromo-
lecular structure solvated by one solvent shell.

Figure 5. Snapshots of three structures of the analytically coarse-grained (ACG) protein OMPDC using spherical harmonic
basis at a representation degree of L ) 15 from the 0.25 µs composite fluctuation trajectory using the amplitudes, frequencies,
and phases listed in Tables 1 and 2. The three structures on the right-hand side are the same as the corresponding ones on the
left, rotated by 180°. The ACG protein surfaces are colored by the surface charge density for the illustration with red representing
negative and blue positive charge densities, respectively.

Internal Dynamics of a Coarse-Grained Protein J. Chem. Theory Comput., Vol. 6, No. 11, 2010 3609



5. Conclusion

An analytical coarse-graining (ACG) model has been introduced
to represent biological macromolecules, making use of a
spherical harmonic basis in the present study. In our approach,
a macromolecular structure is treated as a fully coarse-grained
entity with a uniform mass density without the explicit descrip-
tion of atomic details or “coarse-grained” interaction sites. The
use of a uniform density of the ACG macromolecule is justified
because the model represents an ensemble average relevant to
the time series used in the dynamics simulation of cellular
processes. However, the excluded volume and specific shape
of the ACG macromolecule species are critical, which are
explicitly treated by a spherical harmonic representation. In
principle, spherical harmonic analysis can provide any desired
accuracy and detail of the macromolecular surface. The present
paper focuses on the first issue in a fully coarse-grained protein
model, that is, the description of the internal fluctuation of the
ACG macromolecule. Here, we make use of the dimeric
enzyme OMPDC, consisting of 416 amino acids and 2 substrate
molecules in the active site, as an illustrative example.

The internal fluctuation of the ACG protein is modeled by
the superposition of a selected number of lowest frequency
quasiharmonic modes of vibration, which are derived from an
explicit molecular dynamics simulation of the fully solvated
protein in water. A procedure for estimating the amplitudes,
time scales (frequencies) of the quasiharmonic motions, and
the corresponding phase is presented and used to synthesize
the complex motion (note that the eigenvalues of the lowest
quasiharmonic modes are close to zero and they are not
quantitative for description of the time scales of the correspond-
ing motions). In principle, all modes up to a frequency, limited
by the time interval of the coarse-grained dynamics, can be
included, but as numerous studies have shown, when employing
principal component analysis and quasiharmonic essential
dynamics, only a fraction of the lowest frequency modes are
important in such a representation. The analytical description
and numerical algorithm presented here can in principle provide
a representation of the internal protein fluctuations as closely
as needed in comparison with the atomistic molecular dynamics

simulation; however, the internal motion is restricted by the
short-time nature of molecular dynamic trajectories, and the
present method is not designed for the description of unfolding
events unless such transitions occur during the molecular
dynamics simulation.

Appendix: Algorithm for Spherical Harmonic
Expansion and Evaluation

In this Appendix, we summarize the numerical procedure
for spherical harmonic expansion and evaluation used in our
implementation; additional details may be found in ref 13
(see also refs 47 and 51). The numerical methods are widely
used in geopotential modeling and an expansion of degree,
and order up to 3800 has been reported corresponding to a
ground resolution of about 5 km52 (for the protein OMPDC
considered here, it would correspond to an astonishing
surface resolution of about 0.005 Å).

It is useful to recast eq 1 for the surface function S(θ,φ)
in terms of harmonic coefficients as follows:

Notice also that the order of the summations over degree
and order has been switched. This is especially important in
modern spherical harmonic analysis because the latitude and
longitude data can now be treated independently, resulting
in a two-step computational algorithm.13,14,47 The expansion
coefficients are determined based on a set of sampling data
{S(θi,φj)} on a grid of equispaced 2M points in φ (for Fourier
transform) and M Gauss-Legendre quadrature nodes in
cos θ (for integration):

Figure 6. Histogram of the fluctuation of the excluded volume of the ACG OMPDC protein at various resolutions in L, ranging
from 5 to 20 along the internal quasiharmonic fluctuation trajectory. The excluded volume illustrated in this figure is defined as
the cavity enclosed by the Lee-Richards surface, which is about one solvent layer larger than the van der Waals surface.
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c Pj l
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The grid points are defined as follows:

where PM+1(cos θi) is the Legendre polynomial. The
Gauss-Legendre quadrature weights can be determined
using the expression40,45

From this set of data, the maximum degree of the expansion
coefficients that can be determined is L ) M because the
maximum number of terms in the summation over l in eq A1,
which is L + 1 when m ) 0, must be less than or equal to the
number of sampling points in the longitudinal direction θ. Here,
we do not address the issue of aliasing,53 and we typically use
a larger number of sampled grid points than the maximum
degree used in the expansion.

Alternatively, if equal spaced points are used in θ, which is
equivalent to Chebychev nodes in cos θ, at least 2M + 1
sampling points are needed for degree L in the expansion
coefficients as opposed to a minimum of M ) L + 1 points
with the Gauss-Legendre quadrature. In this case, the Cheby-
chev weights are obtained using the formula below:47,54,55

For convenience in the rest of the discussion, we use the
degree of the expansion L to define the grid divisions
throughout.

A.1. Spherical Harmonic Expansion. For the spherical
harmonics expansion, a two-step computation algorithm is
used. The first step corresponds to a Fourier transform in
the inner integrals in eqs A2 and A3. For a given value m,
the discretized Fourier series in the inner integrals of eqs
A2 and A3 are expressed as follows:

where δm0 is the Kronecker delta, and the notation m̂ is used
to emphasize that the Fourier series can be efficiently
performed by Fast Fourier Transform (FFT).

The second step involves integration by Gauss-Legendre
quadrature (or equally spaced Chebychev quadrature which

requires twice as many sampling points) to yield the 2 ×
(L - m + 1) expansion coefficients:

If the values U(θi,mk) and V(θi,mk) are arranged as column
vectors u(m̂) and v(m̂), respectively, the above equations can
be conveniently written in matrix form:

where am
c and am

s are the expansion coefficients of eqs A10
and A11 arranged as column vectors, W ) diag{wi} is an
(L + 1) × (L + 1) diagonal matrix consisting of the
quadrature weights and the matrix for the precomputed values
of the normalized associated Legendre polynomial is ar-
ranged as follows:

The operation for the first step has a computation scale of
�(L log L) using FFT, whereas the second step is of �(L2)
for each order m. Thus, the overall procedure scales �(L2

log L) + �(L3). Obviously, the L + 1 parallels can be fully
distributed over different processors, each having an overall
computational scaling of �(L2); this is particularly suited
for GPUs by choosing the number of parallels equal to that
of the processors. Note that a fast spherical harmonic
transform algorithm similar to that of FFT has been
described.47,54

A.2. Spherical Harmonic Evaluation. Evaluation (or
spherical harmonic synthesis) of surface function values also
involves two computational steps. For a fixed colatitude θi,
the first step is to compute intermediate vectors û(θi) and
v̂(θi) over l for 0 e m e L:

In the second step, the 2L longitudinal values are computed
by Fast Fourier Transform for the following discrete series:

The overall computational scaling is also �(L3), which
can be distributed to L processors as the two computational
steps are fully independent. The use of parities in the
construction of the associated Legendre polynomials reduces
computation by a factor of 2.13
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